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We explore the application of a stochastic texture modeling
method toward a machine vision system for log inspection in the
forest products industry. This machine vision system uses com-
puterized tomography (CT) imaging to locate and identify inter-
nal defectsin hardwood logs. The application of CT to such indus-
trial vision problems requires efficient and robust image analysis
methods. This paper addresses one particular aspect of the prob-
lem of creating such a computer vision system, namely, the use of
image texture modeling for wood defect recognition. In particu-
lar, we contribute the first application of spatial autoregressive
(SAR) modeling to wood-grain texture analysis of CT images of
hardwood logs. Thereto a circularly shifted correlation approach
is developed to discriminate the circular texture patterns on the
cross-sectional CT images of logs. A robust algorithm for parame-
ter estimation is applied to obtain model parameters associated
with individual defects occurring inside a log. Based on the esti-
mated model features, a simple minimum distance correlation-
classifier is constructed which classifies an unknown defect into
one of the prototypical defects. Experimental results from the
proposed method, applied to CT images from different red oak
wood, are given and show the efficacy of our approach. © 1994
Academic Press, Inc.

I. INTRODUCTION

The research reported in this work on a computer vi-
sion system for automatically processing hardwood logs
is to help the hardwood sawmill industry automate, re-
duce costs, and increase product volume and value re-
covery. Log inspection is currently performed by human
experts. Their performance is, however, quite limited
due to a number of factors. More quantitative approaches
are caled for to automate grading and board cutting plan-
ning of logs. A key to the success of such work is the
ability to automate the detection of defects inside logs.
After the defects are located, properly sized, and identi-
fied, board outlines must be determined as well. Subse-
quently computer programs can grade the logs and deter-
mine possibilities for cutting boards.

‘Present address: InVision Technologies, Inc., Foster City, CA.

Technology has developed to the point that wood de-
fects can indeed be “seen” in the interior of logs using
non-destructive imaging techniques. More recently, log
scanning using sophisticated methods, such as NMR (nu-
clear magnetic resonance) and CT (computerized tomog-
raphy) imaging, has been studied in laboratory experi-
ments. The ability to differentiate some internal defects
has been demonstrated in part [1-5].

There are two important characteristics in automati-
cally processing logs. First, log defects must be repre-
sented and analyzed as three-dimensional data. Individ-
ual images are captured and stored as two-dimensional
slices and most of the image analysis task takes place
with these dlices. Three-dimensional images are then cre-
ated by reconstructing a sequence of two-dimensional
images or slices of alog. Second, the computer vision
system must be able to detect features of alog that are
not visible to the human observer. This invisibility aspect
makes research in this area difficult and time consuming
because logs must eventually be cut to verify the exis-
tence, location, and size of the defects that one has antic-
ipated or missed with the vision system.

A nondestructive way of inferring the internal struc-
ture of a three-dimensional object, such as a log, is to use
computerized tomography (CT) to calculate the attenua-
tion of X-ray transmission for each small volume of the
object. CT imaging of a hardwood log along its length
produces a stack of cross-sectional slices representing
the three-dimensional structure of the log. The image
gray-level value at each pixd is caled the CT number.
Typical CT numbers range from — 1024 to 1024 (11-bit
data), where water has a vaue of O. Since X-ray attenua-
tion depends on the density of the material, CT numbers
represent density measurements of the wood structure in
alog. The proposed computer vision system is designed
to be independent of wood species, and consists of two
basic modules: the low level module performs such tasks
as image filtering, segmentation, region detection and
merging [5], and the high level module conducts defect
recognition. The final output of the proposed vision sys-
tem, for a particular log, would be a data base that de-
scribes the distribution of defects inside that 1og. This
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database is then forwarded to a numerical control unit
(NCU) where the actual cutting takes place.

Although industrial interest in log inspection using CT
imaging technology has been increasing, there are few
existing practical systems known to the authors. Avail-
able literature on analyzing CT images of, specifically,
hardwood logs is sparse.

Related information pertains to the detection of defects
in softwood logs [3]. CT scans of alog were taken with a
Siemens medical scanner. To identify different regions
on each CT dlice, three features were derived and used in
the recognition process. (1) pixel value, (2) object shape,
and (3) growth-ring texture patterns. In its decision-mak-
ing process, the system discerns knots by their high pixel
value and 2-D shape, good wood by the circular patterns
of the growth-rings, rot by its high pixel value and
growth-ring patterns, and background (air) by its low
pixel value. The system can successfully identify knots,
rot holes, and good wood in CT scans of softwood saw-
logs. As atexture feature, the uniformity of the growth-
ring texture is used. The first step in the test of growth-
ring uniformity is to find individual edge elements with a
standard edge detection algorithm. For each pixel that is
on an edge, the directions to the neighboring pixels on the
same edge are averaged to yield a direction for the edge
at the current pixel. The edge directions at all pixels
within a small local area are then compared. The higher
the percentage having the same direction, the higher the
growth-ring uniformity is taken to be.

The spatial autoregressive (SAR) model-based texture
analysis method has been applied previously to the grad-
ing of surface defects in planed hardwood boards [4]. The
image data of the wood boards were acquired using an
industrial camera, rather than a CT scanner. Although
similar texture models were used in that study, the nature
of the image data and the formation of the wood textures
are both significantly different from those in the present
stud y. The wood grain textures were imaged in the longi-
tudinal plane of the logs [4], rather than in the cross-
sectional plane. The texture features utilized for pattern
classification were the SAR model parameter estimates
and the image sample mean on 64 x 64 subimages [4],
rather than the SAR model parameters, the estimated
error variance, and the image sample mean and variance
on 3 x 3 subimages. For the classification of board de-
fects three features were selected from the feature vec-
tor, using the scatter matrix algorithm. The selected fea-
tures were linear combinations of the members of the
feature vectors. However, the a priori probability of each
class of textures is needed to compute the within- and
between-class scatter matrices for the feature selection.
Equal probability of occurrence for each texture class
was assumed. This subjective assumption is not neces-
sarily valid in practice, so that a more accurate measure
of the a priori class probability must be developed. In

contrast to the tree classifier [4], we propose a pair-wise
pattern classification method which does not require the
a priori probability of occurrence of the texture classes
under examination. Therefore, we see the work reported
here, as applied to CT images of hardwood logs, as an
extension of the work on planed boards [4].

Section Il gives economic and practical considerations
for the overall log inspection vision system. Texture
modeling in general is treated and contrasted with SAR
modeling in particular in Sectionlll. We explore the ap-
plication of Spatial Auto-Regressive modeling to the tex-
ture analysis of CT images of hardwood logs, in order to
locate and identify internal defects in those hardwood
logs. Thereto we develop, in particular, a circularly
shifted correlation approach to discriminate the circular
texture patterns on these cross-sectional CT images. De-
tails on SAR modeling and its robust identification are
given in Section V. Section V covers the proposed SAR
model-based correlation-classification procedure. A sim-
ple minimum distance classifier is constructed, based on
the estimated model features, which classifies an un-
known defect into one of the prototypical defects. The
experimental results, with CT images from different red
oak wood, some analysis thereof, and a resulting im-
proved classifier are given in Section VI. The results with
the improved classifier show the efficacy of the proposed
approach. Section VII provides concluding remarks.

Il. FEASIBILITY, PRACTICALITY, AND COST
EFFECTIVENESS

The important components of a vision system for log
inspection include a CT scanner, special purpose data
acquisition and conversion hardware, and image analysis
software. The CT scanner is the core component of the
overall system, which determines the image quality and
dominates the speed performance of the system.

Important system issues for the practical implementa-
tion of the vision system include imaging quality, scan-
ning rate, efficient soft ware implementation, and porta-
bility of the scanning system. Imaging quality of a CT
scanner depends on a number of factors, such as a stable
high voltage power supply, a durable X-ray tube, good
mechanical alignment, and an efficient reconstruction al-
gorithm. Among these, the power supply and reconstruc-
tion algorithm are the most important factors. Since X-
ray attenuation (which is reflected in image contrast)
increases, and image signal-to-noise ratio (SNR) de-
creases, as the power supply increases, a trade-off be-
tween image contrast and SNR is achieved when the
power voltage is in the range from 80 to 200 kV. Another
concern with the power supply is the fact that an unstable
power supply tends to produce reconstruction artifacts,
such as streaks.
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The third and fourth generation CT scanners have a
scanning rate of one slice per second. Since arate of 0.5
log per min is not uncommon in many sawmills, little time
is available in which to acquire and analyze an extremely
large amount of CT image data. Recently, more rapid
scanning is made possible because of a new scanning
electron beam CT scanner [6]. In its ultrafast mode, the
fifth generation scanner acquires a pair of dlices at the
rate of 34 images per s. This improvement of scanning
speed is significant and will revolutionize the log scan-
ning industry.

Efficiency of software implementation results when the
reconstruction algorithms, which are typically Fourier
transform-based, are implemented on high speed, spe-
cial-purpose array processors. In addition, some of the
image analysis software can be implemented in real-time
using digital hardware, e.g., a histogram-based segmenta-
tion has been efficiently implemented using a DMA (di-
rect memory access) technique on an IBM PS2 AIX sys-
tem in the Spatial Data Analysis Laboratory at Virginia
Tech. Other image analysis computation, such as the ro-
bust identification, can also be accomplished fast via pro-
gramming of one or several of the high-speed DSP (digital
signal processing) chips currently available.

The last issue for implementation of CT-based scan-
ning systemsis the portability of the system. For normal
log scanning, the diameter of the scanner gantry ranges
from 30 to 60 cm. A conveyor is needed to move logs up
and down the scanner at high speed. The whole scanning
system can be packed in a mobile trainer so that it can be
readily moved from one log yard to another. One of the
examples is the portable CTX500 system, deployed now
at the San Francisco International Airport by the Federal
Aviation Administration. Special industrial CT scanners
have been built at a cost of about $4000 a piece at
Chrisholm Institute of Technology in Australia.

The knowledge of internal log defectsis critical in de-
ciding whether to veneer or to saw up alog, and how to
position a log so that the boards sawn from it will have as
much clear-face as possible. This will in turn produce
lumber of the highest value. Tree-length round-wood
may need to be cut prior to further processing into lumber
or veneer. With internal defect information, it becomes
possible to cut round-wood so that defects are removed
from the log or isolated at either end. This leaves larger
areas of valuable clear-wood in the log, and gives it
higher value. At least 10 to 20% improvement in lumber
value would result if an optimal cutting strategy could be
formulated [7-9]. At the same time certain logs or lengths
of alog can be identified as veneer quality; utilization as
veneer can increase log value by a factor of 10.

Log costs have increased faster than lumber prices in
the last 30 years; in fact, from 20 to 80% of the total
production cost. Lumber processing facilities in the East-
ern United States alone produce more than 10 billion

board feet of hardwood lumber annually. Therefore, im-
proving lumber processing by inspecting saw-logs would
not only raise mill profits, but also enhance the utilization
of the hardwood resource. Even a small amount of value
recovery increase per log, achieved through log scan-
ning, would turn into great economic margin when scan-
ning millions of logs in sawmills.

Taking into account the image analysis software devel-
opment costs and other manufacturing costs, a CT-based
system for automated log inspection appears feasible,
practical, as well as cost-effective.

I11. TEXTURE MODELING

Image texture is an important feature used in analyzing
objects or regions of interest in image analysis and com-
puter vision applications. Texture characteristics play a
major role in image classification and analysis. In classifi-
cation, texture features can be used to discriminate and
label regions of an image, such as crop identification in an
aerial photograph, and medical diagnosis of an X-ray
photograph. Texture features can also be used in scene
segmentation and identification in an image understand-
ing or computer vision system, for example, in robot vi-
sion and industrial inspection. Therefore, the determina-
tion of proper texture features is the key to these
applications,

Some of the currently used choices in texture features
include [10]: (1) features derived from second-order gray-
level statistics such as the gray-level co-occurrence ma-
trices, (2) gray-level run-length statistics, (3) gray-level
difference statistics, (4) moments derived from decorrela-
tion methods [11], and (5) rings and wedges derived from
the Fourier power spectrum [12].

Texture classification using gray-level co-occurrence
matrices [13] is based on the premise that human percep-
tion rely on the second-order statistics as reflected in
these matrices. However, such matrices are not used di-
rectly. Instead, derived measures, such as energy and
entropy, etc., are computed and used as discriminating
features. In the gray-level run-length method the num-
bers of occurrences of a specific value of a particular
length are used to build a matrix. Different orientations of
the runs produce different matrices. Features, such as
short and long run emphasis, etc., are computed and used
for discriminating textures. Due to the large amount of
matrix computation, the method is especially suitable for
classifying texture patterns with a limited number of ori-
entations. In the gray-level difference method one com-
putes the occurrence of difference of two gray-levels sep-
arated by a specific distance. It so generates a set of
probability distributions from which features like con-
trast, second moment, etc., are derived and used for clas-
sification. Therefore, information about the gray-level is
not used directly. In the decorrelation method of feature
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extraction the texture is modeled as a separable causal
Markov field. From the point of view of image modeling,
in the limit, the decorrel ation features are extracted from
the moments of residuals obtained by fitting the 2-D
model to the given texture. The loss of information dur-
ing this process of dimensionality reduction may be sig-
nificant since the residuals themselves contain only par-
tial information regarding the original data. In practice,
however, the Gaussian assumption for the feature vec-
tors with known mean and variance matrices is not al-
ways true, which limits its application to industria in-
spection. Fourier domain features extracted from the
power spectrum can also be used to discriminate tex-
tures. The power spectrum can be computed from the
periodogram, and features obtained from it, such as rings
and wedges. The power spectrum can be expressed in
polar coordinates [14], which for directional textures
yields peaks as a function of the angle.

In this work, the SAR model [15] is adopted to charac-
terize wood-grain textures stochastically, since there ex-
ists a high interpixel correlation as well as a strong
growth directionality in the wood-grain patterns. Differ-
ent wood defects will exhibit different texture patterns,
which can be systematically modeled by a parametric
texture model with different parameters. The model pa-
rameters can then be used to discriminate different wood
defects. Another advantage of using the parametric SAR
model is that it can be readily adopted, in the texture
pattern recognition step, to detect the directionality of
the wood grain pattern. While SAR models have been
used to analyze textures [4, 15, 16], no study has dealt
with the particular texture that exhibits circular patterns.
To cope with this form of directionality, we develop a
pattern recognition method based on the concept of cir-
cularly shifted correlation between two feature vectors.

In comparison with the methods mentioned in the be-
ginning of this section then, the texture classification ap-
proach used in this paper is characterized by: (1) a non-
Gaussian assumption for the noise sequence, (2)
reduction of the data to a reasonable amount, (3) utiliza-
tion of the directional information of textures, and (4) a
simple design for the pattern classifier.

Finally, most pattern classification techniques are non-
parametric clustering methods [17] that maximize (mini-
mize) an objective function. A fuzzy set approach to clus-
tering is based on the premise that a sample does not
necessarily belong to one particular class, but rather ex-
hibits class membership values [18], indicating the confi-
dence with which it is associated with any of the possible
classes, Fuzzy clustering algorithms do not assume any
model for the observations under examination and as
such they may be considered nonparametric techniques.
Without parameterization of the data set by a compact
set of parameters, the minimization is usually performed
with respect to al the class membership values.

In our SAR parameterization the uncertainty of the
observations is characterized by an inexact underlying
model, and methods of robust statistics are used to make
the classification algorithm robust. In that way, the
method we present fills in the gap between nonparametric
methods and fully parametric techniques (which assume
an exact parametric form of the underlying distribution of
the sample). The maximum likelihood method is a well-
established technique to estimate unknown parameters
and establish the sample label. That technique is ex-
tended here by using the weighted M-estimator [19],
which makes the classification procedure robust and
results in areliable method.

IV. SAR MODELING AND IDENTIFICATION

The cross-sectional CT images of a log contain the fine
structural details of annual rings which tend to hinder the
later image processing steps of the vision system. An
efficient three-dimensional adaptive filtering method is
described in [5] that can eliminate the unwanted ring
structures while preserving other important image de-
tails, e.q., the presence of small checks. The filtered im-
ages are then segmented on an image-by-image basis,
producing a number of regions each representing a poten-
tial defect such as splits, knots, barks, stains, and decays
[5]. For each defect region of unknown class on a CT log
image that has been detected by the segmentation mod-
ule, a Gaussian spatial autoregressive (SAR) model is
defined on a neighborhood system to model the spatial
directional dependence of wood-grain, i.e., each pixel
value is modeled as a weighted sum of the values of its
neighboring pixels plus a Gaussian white noise process.
For each homogeneous region, the SAR model parame-
ters are estimated using a generalized M-estimation ap-
proach. This set of SAR parameters as well as the gray-
level mean and variance are then employed as a feature
vector in a supervised texture discrimination scheme.

The subset of gray-valuesin an image region Wis rep-
resented by {y,|s = (i, j) € Q}. Currently a square win-
dow is chosen, for simplicity, sothat Q = {(i, /)|l =i =
M, 1 = j = M}. The method is directly applicable to
other—even arbitrarily shaped—windows, however,
which isindicated in the identification equations later in
this section by letting the argument of the summations
rangeover s € Q.

An independent Gaussian random field [16] can be rep-
resented by

ye =f+ wy, 1)

where fis a constant signifying the image field mean
value, w,is a two-dimensional zero-mean Gaussian white
noise process with unknown variance o%. Under this
model assumption, f and o2 are the feature values that
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represent the textural image field. Although this model
has been used to model certain simple textures, it could
not fully characterize the wood-grain textures under
study.

In the following, a second type of random field is used

Fant can~grits 1o aggiimed that +L

as lllC lllUUCl lUl UCIC\/L lC&UgllillUll ll lb dAddUIIICU llldl e
subset {y,} satisfies the so called Gaussian causal or spa-
tial autoregressive (CAR or SAR) model in a toroidal
lattice system [4],

= 0y, + ow,, (2)

where 6 is the SAR parameter vector consisting of p
unknown coefficients 6;, i = 1,2, . . ., p;y,is the neigh-
borhood vector containing the lexicographically ordered
image data from the neighborhood of s, for a particular
definition of i“ieiguut’)i’uGOu system,
mean, unit-variance white noise process. The model pa-
rameter vector 8, the model input variance o2, the image
gray-level mean w,, and the image gray-level variance o
are to be estimated from the CT image, and together they
comprise the feature vector for each individual wood tex-
ture.

To account for the unrealistic Gaussian assumption for
the image data in a potential region, a contamination
model [4, 19] is introduced to take into consideration the
effects of outliers, the data points that are (statistically)
far away from their assumed cluster centers. In this ap-
proach, the observed image samples z, satisfy

and 0 ig o rars
ana Wg I a4 LC1VU-

s = ys + uy, (3)

where the noise process u, is independent of y, and identi-
cally distributed with a mixture density H given by

H=({-aoF+ aG 4

consisting of two components: a degenerate central com-
pOl’lCl’lI F dIl(] a Contamlﬁal.l()ﬁ COIIIpOl'lCI]l U FOF lI'l—
stance, F can be a Gaussian distribution with zero mean
and variance o %, and G an arbitrary distribution charac-
terizing the outliers in the image data, such as the zero
mean Laplacian distribution. The iterative algorithm de-
scribed below, however, does not depend on the explicit
forms of F and G. In the above, « is a small fraction
of contamination (typically <0.2), defined as the ratio of
the number of outliers in the data to the total number of
data. The model expressed (4) states that the majority of
the image data (a fraction (1-a)) is distributed according
to F, and a minority of the image data (a fraction «) is
distributed according to G.

In the robust estimation method proposed in [19], the
texture model parameters {0, o} in (2), are determined
from the observed image z; by minimizing the index J(@,
o),

J(0, ) = D, WI,

SEQ

Vg

=)+
[p ( G) q] Y (5a)
where W1, is a weighting function, p is the Hampel ro-
bustifying function (speciﬁed later) q is an optimization

AAAAAA g Ao

LUllbld.lll auu I lb lllC leiUudl ucum:u as

s — osz, (Sb)

ry =

where z, is the neighborhood vector derived from y,, by
replacing its elements with observed image values. The
UDJCLUVC ncrc lS to ﬁ‘umi‘mze J(U 0') ll'l (J) Wlll'] bepeCt 10
the parameter vector @ and the standard deviation o.
From using a stochastic approximation in the steepest
descent gradient method {4, 20], the following iterative
algorithm results for the simultaneous estimation of the
model parameter vector 6; and the model input variance
a1, also referred to as the estimated error variance, at

each iteration index k = 1, 2, 3,

0i+1 =

0, + v [2 2, Wi’ (r:> zZ]ﬁI

SEQ

[‘GEQ Z,WI, W2 <r‘ ‘) “l
/S pwi,

SEQ

(6a)

(6b)

0'12<+|:ZW1 X( )

SEQ

with y being a convergence step size satisfying 0 <y < 2,
and the weighting functions W1, and W2, as

NG

wi, = YO LETP) ™)
Vigz/oip

w2, = ¥ ®)

where p is the number of elements in the parameter vec-
tor 0. In addition

(RO S 7 PN 8 g AN L1101V 84

x(x) = xp(x) — p(x) 9
B = Eo{Y¥(ry)},

where E; denotes the

LT LU

e
mal distributlon N, 1). e above equations, 0'3 1s the
gray-level value variance calculated over the image re-
gion (), and the odd function ¥(x) is

(

x x| = a
a sign(x) a<l|x|=b
Yy =9 | - - (an
a sign(x) %lZl b<l|x|=c
\ 0 c < |.X'|,
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which is the first derivative of the, even, Hampel robust-
ifying function p(x)

4 xz
7 |x|Sa
a2
a|x|—? a<|x|=
p(x) = <
gl =) et abr
c—b 2 " 2c - b) Xl = c
%(c+b—a) ¢ < |x].
(12)

The parameters in ¥(x) and p(x), used for the experiment
section, are ¢ = 2.0, b = 2.5, and ¢ = 4.5. The above
algorithm starts with the initial values, 6, and o3, set
equal to their least-squares (LS) solutions, i.e.,

0[) = 0LS = [2 Zszg-] [2 z.s‘z.\'] (133)
SEQ SEN
ol=ocls= D (z,— 052)*/Nq, (13b)

SEQ

where N is the number of pixels in the image region,
e., it is M? for the square window indicated early on in
this section.

It has been shown [19] that the above robust algorithm
will converge if it starts with proper initial values. A pos-
sible candidate is the LS estimate. The iteration is
stopped when the maximum of the absolute differences in
the parameter estimates found by two consecutive itera-
tions of the algorithm is equal to or less than 0.0001. In
the experimental section we found the typical number of
iterations to be 3 to 5, with a maximum of 8 encountered.

V. CORRELATION-CLASSIFICATION DEFECT

RECOGNITION

In applying the proposed texture analysis method to
wood defect recognition, an 8-pixel symmetrical neigh-
borhood system or prediction mask for the center pixel
(0, 0) is chosen as {(+1, 0), (0, +1), (=1, 0), (0, —1), (—1,
1), (=1, +1), (+1, —1), (+1, +1)} [15]. Eleven feature
values, including the eight elements of 0, an estimate of
the error variance o7, at convergence, the image sample
mean u, , and the image sample variance o} are chosen to
construct a feature vector for each candidate defect re-
glOl'l l‘ldVli’lg cn()sen lCdlUbe weE can dUUpl a DdbeldIl
or other standard rule for classification. A minimum dis-
tance classifier [17] is employed because of its simplicity
and low computational requirements, which is especially
important in the later stages of the vision system. In the
proposed scheme, the distance between a candidate fea-

ture vector and a standard feature vector is defined as the
difference of 1.0 and the maximum of the circularly
shifted correlation coefficient vector [21]. The more a
candidate feature vector is correlated with a standard
feature vector, the shorter is the distance.

For texture pattern training representative rectangular
windows in a standard orientation are selected from each
class of defect images, and their feature values are esti-
mated and averaged to create the standard feature vector
against which a candidate feature vector associated with
an image region is to be compared. Since there exists a
strong directionality in the wood-grain process and the
selected rectangular windows may have varying orienta-
tions with respect to a standard orientation, each candi-
date feature vector is circularly shifted until the maxi-
mum correlation is achieved between it and the standard
feature vectors. Texture discrimination is then performed
by examining the maximum correlation coefficient, and
the candidate texture is classified as the texture type for
which it has the highest correlation.

The defect recognition scheme can be described by two
steps, partial correlation and full correlation. Since the
only components of a feature vector that are direction-
dependent are the eight SAR model parameters, a partial
correlation with circular shifting is performed first be-
tween the first eight feature values of a candidate vector
and the standard vectors. Second, a full correlation is
LdlbUIdLCU [{) lIlLlUUC LIlU uu“ee remaiﬁiﬁg leatUTED 1.6.,
the estimated error variance, the image sample mean,
and the image sample variance. For the 11-bit image data
used in this study, the first quantity of these three remain-
ing features has a fairly small value, whereas the other
two quantities have relatively large values. Therefore,
these three feature values need to be properly scaled by
two different weighting constants «; and «;, so that they
are given approximately the same weight as the eight
model parameters. In particular, the value of the esti-
mated error variance is scaled by «;, while those of the
lmagc 5a‘r’r’1p|c mean dﬂ(.l Vdrldl’l(,c are delC(.l Dy as.

Let us denote the properly weighted standard feature
vector and candidate feature vector by u and v, respec-
tively, withw = [uy, us, . . ., un]T, v="[vi, 02, . . .,
vn]T, where N is the total number of features selected for
recognition. The elements of u are derived from the stan-
dard features as follows:

u,=0; i=1,2,...,p (14a)
Upr) = oot (14b)
Upsr = 0y (i4¢)
Uyes = . (14d)

The elements of v are defined similarly, based on candi-
date features.
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Now the full correlation, denoted by FC(k; u, v), is
defined as

\V
2 U k- T 2 1
VIN VI, W
k=0,1,...

FC(k;u, v) =

p— 1, (1))
where N = p + (N — p), with p the number of estimated
SAR model parameter features and (N — p) the number
of weighted features. The index | x] denotes the modulo-p
value of its argument, as necessary to evaluate a circular
correlation. Having defined FC(k; u, v) as in equation
(15), the distance d(u, v), between vectors u and v, can be

expressed as

du, v) = 1 — max{FC(k; u, v)}. (16)
k

This value d(u, v) is evaluated for the set of possible
standard feature vectors w, (i.e., for cach defect; / = | for
Bark, [ = 2 for Decay, and | = 3 for Knot), and then
forwarded to the minimum distance correlation-classifier

[* = arg min{d(w,;, v)} (17a)
!

which classifies the weighted candidate feature vector v
as being associated with the defect [*, one of the proto-
typical defects. Note that

[* = arg max{max{FC(k; u;, v)}} (17b)

is an alternative expression for the minimum distance
correlation-classifier.

VI. EXPERIMENTAL RESULTS

Hardwood logs were selected from alocal log yard in
Virginia. They were transported to a local hospital in
Blacksburg, VA, where a Siemens medical CT-scanner
was used to generate log CT images containing 256 x 256
pixels. The gray levels of these 11-bit log images were
from — 1024 to 1024. With an interstice resolution of 0.8
mm, every pixel of the images represented an area of 0.25
x 0.25 mm of the cross-section of the logs. Two sets of
experiments on defect recognition were conducted with
some of these image samples available from the Wood
Image Library at the Spatial Data Analysis Laboratory.
All processing was run on a VAX11/785 system. Log CT
images were first segmented by the low level module of
the vision system [5], and then the segmented images
were forwarded to the high level module where defect
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FIG. I(a).
mentation of image RK 11.22.

Image RK 11.22 with Bark and two Knots. (b) The seg-

recognition was performed using the above-mentioned
approach.

The experimental results for the proposed method
were obtained with CT images of two different red oak
trees. Figures 1 and 2 each show one slice of these two
logs. The images are segmented and different gray-level
regions are assigned arbitrary labels to signify different
wood defects in the log. To make the segmentation
graphically discernible, a pseudo-color is assigned to
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FIG. 2(a).
tation of image RK 12.05.

Image RK 12.05 with Decay and Stains. (b) The segmen-

each segment. Due to different red oak wood samples,
the same type of wood defect may be marked with differ-
ent pseudocolors on the two segmented images. Figure
laisthe 22nd slice from a sequence of images for the first
red oak log. Figure 1b exhibits its segmentation which
contains barks, knots, a split, and clear-wood; the latter
occupying most of the image area. Figures 2aand 2b are
the corresponding images for the 5th slice from the sec-
ond red oak tree, containing a brown decay as well as

barks. Both Figs. 1b and 2b represent correct segmenta-
tion of the bark, while different pseudocolors were as-
signed to the bark on those two images.

Using the model and algorithm described previously,
the features of each defect were estimated from several
image dices and their values averaged, to produce a stan-
dard feature vector for each defect type. A CT image was
256 x 256 x 11 bits with gray-levels ranging from O to
2047 by a gray-level transformation. After image segmen-
tation [5], windows of appropriate sizes and orientations
were selected for each potential defect region. The origi-
nal image data within such windows were standardized
by removing the mean value and then scaling by the stan-
dard deviation. First, causal 3-pixel and symmetric 4-
pixel neighborhood systems were tried as the SAR model
masks. Since each wood-grain is highly correlated with
all its neighbors, these partial model masks did not pro-
duce consistent parameter estimates for the textures un-
der study. Next the 8-pixel neighborhood system ( p = 8)
was selected as the SAR model mask. Eleven feature
parameters were estimated, using the proposed iterative
estimation algorithm. These parameters were then cross-
correlated with each of the standard vectors, and the
calculated correlation values were input to the minimum
distance classifier to determine the defect type of a candi-
date region.

Inthe first experiment, 7 bark regions from 2 image
slices (slices 20 and 24 of red oak section 11), 7 decay
regions from 1 slice (slice 1 of red oak section 12), and 7
knot regions from 2 slices (slices 21 and 22 of rcd oak
section 11) were selected as a training set and used to
create the standard feature vector. Correlation-classifica-
tion was then conducted with the training set, and the
resulting classification accuracies were 71.4%, 100%, and
100% for decays, barks, and knots, respectively. A test-
ing set of 15 bark, 21 decay and 13 knot candidate regions
was selected next, from 14 different image dices (includ-
ing those used in the training), and correlation-classifica-
tion conducted by the above described method. To
achieve stable solutions, the step size of the iterative
algorithm was selected as = 0.01. As the typical value
of the estimated error variance is on the order of 107,
whereas those of the image sample mean and variance
are from 10°to 10°, the weighting constants were chosen
as , =100, and ,= 0.0001 so that all features are
treated approximately equally by the classifier. The fol-
lowing defect recognition accuracies were obtained with
the testing set: 80% for bark regions with 3 out of 15 barks
misclassified as decays,; 81% for decay regions with 4 out
of 14 decays misclassified as knots; and 100% for knot
regions with no misclassification.

Since the above test set includes the training samples
used in creating the standard feature vectors, this raises
the apparent success rate of the experiment. To demon-
strate the practical success rate better, an experiment
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TABLE 1
Correlation-Classification Result on Pure Test Samples

max FC(k; u;, v)
k

Texture sample Classification type

(defect region) |-Bark |-Decay I-Knot (X ~ wrong)
Bark 1 0.9940 07103  0.6125 Bark
Bark 2 0.9701 05236  0.4002 Bark
Bark 3 09275 0.4017  0.2592 Bark
Bark 4 0.9667 0.5612  0.4581 Bark
Bark 5 0.9812 05677 0.4432 Bark
Bark 6 0.8000 09803  0.9453 Decay (X)
Bark 7 09512 0.8976  0.8088 Bark
Decay 1 09379 09230 0.8511 Decay
Decay 2 0.8643 0.9609  0.9120 Decay
Decay 3 0.8223 09801  0.9413 Decay
Decay 4 07295 09991  0.9810 Decay
Decay 5 0.6908 09990  0.9910 Decay
Decay 6 0.6606  0.9990  0.9940 Decay
Decay 7 0.6532 09980  0.9956 Decay
Decay 8 0.6231  0.9950  0.9980 Knot (X)
Decay 9 0.6742 0.9991  0.9944 Decay
Decay 10 0.6037  0.9920  0.9990 Knot (X)
Decay 11 0.6533 0.9970  0.9960 Decay
Knot 1 0.5676  0.9853  0.9995 Knot
Knot 2 05692 0.9860  0.9992 Knot
Knot 3 0.5800 0.9866  0.9997 Knot
Knot 4 05702 09854  0.9985 Knot
Knot 5 05801 0.9878  0.9992 Knot
Knot 6 05682 0.9865  0.9993 Knot
Knot 7 0.5800 0.9876  0.9988 Knot
Knot 8 0.5667 0.9860  0.9986 Knot

with a pure testing data set—one which contains none of
the training samples—is conducted. For this pure test, 7
bark, 11 decay, and 8 knot candidate regions were se-
lected from several image slices (exclusive of those used
in the training step). Table 1 provides the correlation-
classification results for the pure test. Summary of the
results shows that the correlation-classification algorithm
produced the following correct defect recognition per-
centages. 86% for bark regions, 82% for decay regions,
and 100% for knot regions.

We note that the correlation-classifier, as used, pro-
duces too many erroneous results. Certainly one expects
the classification performance for the learning set to be
excellent, with the hope of having designed a classifier
that is not very sensitive to the change of using candidate
features rather than standard features. The latter, practi-
cal situation, is expected to cause some deterioration in
performance, so that the aim is to mitigate that deteriora-
tion as much as possible. From theresultsin Table 1, we
note that the correlations for bark are generally much
higher, or much lower, than for either decay or knot. The
latter 3 types of wood defects, as studied here, can be
subdivided into 2 main groups: the outer wood group
(consisting of bark), and the inner wood group (consisting
of decay and knot). The correlation-classification method

did not discriminate correctly between the inner and
outer wood groups for Bark-sample 6. For Decay-sample
8 and Decay-sample 10 the correlations are both very
high and different only in the third decimal place. The
latter suggests that a single feature, which is similar for
both Decay- and Knot-samples, is dominating the corre-
lation. This is possibly exacerbated by the fact that the
two scaling constants ,and ,were not optimized for
maximum separability between the three classes of de-
fects.

In the second experiment, a two-level tree classifier
structure was employed. The first level classifies candi-
dates into the inner (1) and the outer (O) defect groups by
examining the value of the estimated error variance
(EEV) according to the following threshold test:

(18)

The EEV threshold 7 used was 0.08. The selection of the
single EEV texture feature for the first level classification
is equivalent to a feature space transform, wherein an
optimal subset of features is chosen from the feature vec-
tor in order to increase the separability of the inner and
outer defect classes [17]. The second level classifies ac-
cording to the correlation-classifier using the remaining
(here, ten) features. The latter classification has been re-
duced to the classical pair-wise Bayesian problem, in
which the distance measure between two vectors is used
to discriminate decay from knots. The two-level correla-
tion-classifier is depicted in Fig. 3. The results of using
this two-level correlation-classifier, on the same pure
testing data as used for the first experiment, are given in
Table 2. Note that the level-1 estimated error variance
feature easily discriminates between the inner and outer

Bark, Decay, Knot
o 1 1
o2 Z T?
0
Decay, Knot
L/
v
P arg maz! mez{FC(kup)}, maz{FC(kug)} ? | K
I_ DK\ & k l
Knot

Decay

FIG. 3. The two-level correlation-classifier.
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defect groups, including for Bark-sample 6. Also, the
level-2 correlation-classifier now correctly classifies De-
cay-samples 8 and 10. For the two-level correlation-clas-
sifier we thus report a 100% classification accuracy for
each of the three groups of defects; in fact, this holds for
both the training and the testing data sets described under
the first experiment.

Lest one believes that the two-level classifier based on
the correlation-classifier results in a perfect classifier, it
should be noted that, however many experiments one has
performed in the past, a future sample may come along
that defies classification. Instead, we conservatively state
that with the two-level correlation-classifier, which was
arrived at via the “optimization” of choosing a single
feature for its first level, the overall results have im-
proved considerably.

Given the CT image data of the wood species available,
the current vision system for hardwood log inspection
can handle such prototypical defects as barks, decays,
and knots. As CT image data for more species becomes
available the vision system could be enhanced to classify
other defects as well, such as stains, mineral streaks,
holes, etc.

VIl. CONCLUDING REMARKS

In this paper, a stochastic field-based approach for
wood texture analysis was presented. In particular, an
iterative robust image modeling algorithm was applied to
the problem of defect recognition in a computer vision
system for log inspection. Experiments show that the
described texture modeling method appears capable of
discriminating between clear-wood and several defects,
including knots, decays, and bark. Experiments also indi-
cate that the causal 3-pixel neighborhood and the sym-
metrical 4-pixel neighborhood configurations are not ap-
propriate for modeling wood-grain textures; that textures
of the same grain, due to the wood growth process, dem-
onstrate scale- and orientation-variation at different loca-
tions on each CT log image; and that many image prepro-
cessing methods (histogram equalization, adaptive noise
smoothing, or pixel interpolation in the circular model
[15]) tend to adversely affect the discrimination power of
the described texture modeling method.

Although there have been several research papers on
texture invariance problems, a more practical method is
needed for a robust approach to modeling real-world
wood textures. In future research, the initial value prob-
lem of the iterative algorithm needs to be studied further,
and solutions like the L ,and the high-breakdown esti-
mates could be selected as the initial values [22]. More-
over, more robust methods need to be developed to com-
pute the covariance matrix (related to the weight Wi(s)).
Y et another avenue of research is to incorporate features
other than texture-related ones, such as a region’s geo-

TABLE 2
Two-Level Classification Result on Pure Test Samples

max{FC(k; u;, v)}
k

Texture sample Classification type

(defect region) EEV |- Decay |-Knot (X ~ wrong)
Bark 1 0.0296 Bark
Bark 2 0.0517 Bark
Bark 3 0.0092 Bark
Bark 4 0.0183 Bark
Bark 5 0.0233 Bark
Bark 6 0.0612 Bark
Bark 7 0.0325 Bark
Decay 1 0.3415 0.9302 0.8651 Decay
Decay 2 0.1279 0.9569  0.9201 Decay
Decay 3 0.1543 0.9766  0.9425 Decay
Decay 4 0.3886 0.9865  0.9353 Decay
Decay 5 0.2107 0.9976  0.9886 Decay
Decay 6 0.1443 0.9989  0.9943 Decay
Decay 7 0.2114 0.9974  0.9932 Decay
Decay 8 0.2557 0.9920  0.9806 Decay
Decay 9 0.1023 0.9993  0.9967 Decay
Decay 10 0.3011 0.9995 0.9913 Decay
Decay 11 0.2356 0.9993 0.9976 Decay
Knot 1 0.1134 0.9765 0.9993 Knot
Knot 2 0.3353 0.9889  0.9994 Knot
Knot 3 0.5178 0.9794  0.9969 Knot
Knot 4 0.1667 0.9903  0.9992 Knot
Knot 5 0.1923 0.9857  0.9990 Knot
Knot 6 0.1748 0.9877  0.9991 Knot
Knot 7 0.1652 0.9799  0.9989 Knot
Knot 8 0.1678 0.9937  0.9960 Knot

metric properties (orientation, compactness, elongated-
ness). This is an effort toward an efficient object recogni-
tion scheme as an integral part of a vision system that can
automatically identify different defects in a variety of log
images.
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