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Preface

The papers contained in this report are the result
of a conference and workshop held at Michigan
State University from May 14-16, 1984, The meet-
ing had two goals pertaining to the economic im-
pact assessment of recreation and tourism: (1)
to explore and assess the best available tech-
nology, and (2) to recommend research strategies
for meeting methodological and data needs. The
meeting consisted of two parts. During the con-
ference, regional scientists presented papers re-
lated to specific issues in assessing the economic
impacts of recreation and tourism. The first
seven papers come from this part of the meeting.
In the second part of the meeting, regional
scientists and recreation professionals worked in
small groups to recommend solutions to the same
issues addressed during the formal presentations.
The last paper in this report describes in detail
the structure and function of the entire meeting
and presents the results of the workshop groups.
The Appendix lists participants and their affil-
iation.

This collection of studies was not the result of a
haphazard response to a call for papers. Instead,
1 asked decision makers in the USDA Forest Service
and Corps of Engineers to descrihe the unresolved
jssues most important to them in assessing the
economic impacts of recreation and tourism. I
then sought out professionals with expertise in
these specific issue areas. FEach paper represents
both guidelines for the Forest Service, Corps of
Engineers, and others to follow and new research
areas for academic pursuit. Thus, this report is
intended for use by agency recreation planners and
researchers in units of government and academic
jnstitutions. Reviews of these papers took place
by thorough publisher editing, some external peer
review, and extensive exchanges among participants
during the meeting.

1 wish to express my gratitude to the following
individuals and agencies for their financial
support of the meeting and subsequent research in
this vital area:

Dr. H. Ken Cordell, Urban Forestry and
Recreation Assessment Research in the
South, USDA Forest Service, Southeastern
Forest Experiment Station, Athens, GA;

and

Mr. William H. Hansen, (formerly) Resource
Analysis Group, U.S. Army Engineer
Waterways Experiment Station, Vicksburg,
MS.

Papers in this collection are published as they
were submitted by the authors--in camera-ready
form. Authors are responsible for the content
of their papers. Printing and production were
supervised by the Southeastern Forest Experiment
Station, USDA Forest Service, Asheville, North
Carolina.

Dennis B. Propst

Department of Park &
Recreation Resources

Michigan State University
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Strategies for Developing Multipliers
Useful in Assessing Economic Impacts

of Recreation and Tourism

Daniel E. Chappelle1

Our primary reason for being concerned with
techniques for assessing economic impacts of
recreation and tourism is, I assume, that there
are clients out there who are involved in making
investment decisions or in making recreation and
tourism policy.

T propose that we constantly keep in mind the
question, "What do we need to know and how well
do we need to know it?" We need to be more
concerned about the use of our results than I
have observed in most cases in my reading of the
regional economics literature, It seems to me
that many papers on the subject are more
concerned with development of mathematical
models for evaluation by the profession than in
guidelines to decision making.

This paper does not represent an exhaustive
literature search, nor is it particularly
concerned with the numerical magnitude of tourism
miltipliers derived by researchers, Rather, it is
concerned with alternative strategies and methods
that may be used by researchers to develop
multipliers and with some major problems involved
in deriving creditable, believable multipliers
appropriate as guidelines to policy makers.

Before discussing strategies in the development
of recreation and tourism multipliers, I want to
highlight the main points that are essential to
my discussion of multiplier analysis.

My primary message is that we need to be
concerned about the ways in which information we
develop will be used, and that guidelines to
decision making must be patterned around real
policy needs and use scientific methods to
develop creditable, believable results that can
be compared with results derived for other
sectors of the economy. There is no place for
allowing a recreation and tourism industry bias
to enter into the analysis in order to derive the
largest possible multipliers, Promotion of the
recreation and tourism industry should not be our
concern,

Nor is there a place for the invention of
special sector terminology for concepts that
already exist in regional economics. In my
cursory venture into the tourism literature, T
found that some unique terms seem to be used in
place of perfectly adequate terms from regional
economics,

lProfessor of Resource Development and
Forestry, Michigan State University, Fast
Lansing, MI 488214

Another message of this paper is that the major
barriers to correctly assessing economic impacts
of recreation and tourism are not really directly
attributable to derivation of multipliers.
Rather, I believe the principal problems involve
identification of recreation and tourism
sector(s) in a definitive, unambiguous manner,
within the context of the regional economic
structure, In addition and connected to this
question, is the problem of defining the
appropriate impact region, that is, to identify
the space that is inside the impact area and the
space that is outside.

Another major concern, particularly in the case
of recreation and tourism, is the time dimension.
So much of the economic activity in this
sector(s) is of a seasonal nature. There is
considerable question as to how this problem
should be handled within the context of regional
economic accounts.

It is my contention that our main concern
should be with appropriate levels of aggregation
of space, time, and economic activities. If these
concerns could be satisfied, and if appropriate
data bases could be developed, then it should be
possible to calculate multipliers with about the
same degree of reliabilty (and the same
limitations) as multipliers developed for other
sectors of the economy using input-output
analysis.

ECONOMIC MULTIPLIFR CONCEPTS:
TYPES, APPLICATIONS, AND ABUSES

The economic impact multiplier concept is very
attractive to both analysts and decision makers.
If it is possible to develop a2 single number that
expresses the vast maze of interactions through
the economic structure resulting from
expenditures in the recreation and tourism
sectors, this number could be used to evaluate
projects and devise a sound system of private and
public investment.

Successes in macroeconomic planning during the
1960's (by using econometric models based on
Keynesian theory) colors the expectations of many
economists involved in multiplier analysis. There
seems to have been a belief that somehow the
results of fine-tuning the economy during that
brief period in the life of this Nation could be
applied-~with essentially equal efficacy--to a
region of the country, or even to a sector within
a regional economy. Such is not (and was not) a
reasonable expectation! We should recognize
miltiplier analysis for what it is, and focus on
its limitations (and strive, of course, to
alleviate them). In addition, given the
enthusiasm of policy makers for such numbers and
the frequency at which they abuse multipliers
that they do get, we should provide as many
qualifiers as deemed justifiable before releasing
such information to clients,

The concept of an input-output multiplier is
relatively simple., Tt is merely the ratio of
direct and indirect effects (plus occasionally
some type of induced effect) to the direct



effect. Multipliers can be based on various
economic measurement scales (e.g., output or
sales, income, employment) or' even some physical
measurement scales (e.g., residuals output per
dollar of value output).

Multipliers have many limitations, several of
which are of particular concern if one is
interested in illuminating the recreation and
tourism sector(s) of the regional economy:

1. Although multipliers can be derived for
each recognized internal sector of the regional
economy, they essentially apply to the average
establishment of the sector at the time period
during which the data were collected for the
region as delineated. It is not possible to
measure differences in impact that vary with
scale of a proposed expansion of a sector's
capacity. Also, there is no reason to expect that
multipliers necessarily can be extrapolated to
other situations, As was noted above, the
definition of what types of establishments are
included within the sector of concern is
extremely important if the multiplier is to be
useful, Also, if comparisons are to be made from
one region to another, it is necessary that
sectorizations be identical, or that the more
detailed sectorization can be aggregated to be
the same as the less detailed one.

2. Actually, multipliers strictly apply only
to the next incremental change in the region's
economic structure. This means, theoretically at
least, that once a change is introduced into the
economic structure, multipliers may change in
magnitude., Since the input-output model is a
static model, it is not sensitive to change.
Multipliers can not reflect changes in economic
structure except by recalculating them after
changes have heen introduced into the
transactions table (or direct coefficients
table). This is an illustration of the paradox
that multipliers are derived from a static model,
yet the multiplier process (that ocecurs as the
initial expenditure reverberates through the
regional economic structure) takes time to work
itself out. This time interval is not accounted
for nor defined in the model itself.

3. Different types of multipliers may rank
prospective investments differently. From the
standpoint of economic development planning, it
would be desirable to be able to apply weights to
the various multipliers in order to rank
prospective opportunities. However, since
measurement units differ from one multiplier to
another (e.g., output, income, and jobs), it is
not possible to apply weights and add their
products. Of course, this is not a limitation of
multipliers specifically, but rather is a problenm
associated with the multidimensionality of
economic development planning,

ALTERNATIVE STRATEGIES IN DEVELOPING MULTIPLIFRS

To explore alternative research strategies
available for developing recreation and tourism
rultipliers, we can select from four
possibilities:

1. Develop a regional input-output table from
primary data developed in a sample survey
for all sectors.

2. Develop a regional input-output table from
a mix of primary and secondary data.
Generally the primary data will be
collected for sectors which analysts are
interested in illuminating in terms of the
identified research problem.

3. Develop a regional input-output table from
completely secondary data.

Y, Develop multipliers by using a method other
than input-output analysis.

The first alternative has been used,
particularly where a small area (such as a county
or Standard Metropolitan Statistical Area) is the
appropriate region. Development of a full input-
output table on the basis of primary data
collected by survey is normally expensive and
usually not a feasible alternative. However,
there is serious need for primary data collection
efforts that will result in transactions tables
which include unique Recreation and Tourism
sector(s). Such models may serve as standards on
which to judge models developed from secondary
data sources. Usually it is possible to obtain
data for such models only if input-output
accounts are sponsored by some unit of
government,

In an esrly-small area study, Gamble and
Raphael (1965) found that for Clinton County,
Pennsylvania, the external sector
"Recreationists™ had an export demand multiplier
of 1.98, that the share of total direct local
household income was 0.001, and that the
household income multiplier associated with this
sector was 0.36 (Gamble and Raphael, 1965:33). On
the other hand, when evaluating the impact of new
activities in the county, a ski and water resort
had the highest regional multiplier ($, probably
income), 2.74l4 because

... of the nature of this external
income, This income is in the form of
consumer expenditures and subsequently
expenditures direatly related to
serving consumers, Such dollars will
pass through several sectors of the
region before they pass out again to
the regt of the world. For example, a
skier from outside the county will
purchase gasoline, food, lodging and
perhaps ski equipment. These will
generate expenditures in such sectors
as wholesale fuel, food processing,
laundry, labor, and the like. On the
other hand, industrial activities
generally confine their major
expenditures to a small number of
regional sectors such as labor, power
and perhaps, a local source of raw
material. This results in lower
multipliers for the industrial
candidates. (Gamble and Raphael,
1965:59)



As I have indicated thus far, the ideal would
be to have a complete regional input-output table
developed from primary data that is sectored in
such a way that the problems selected by
researchers could be fully explored.
Unfortunately, such an ideal is rarely, if ever,
satisfied. The major question then comes down to
what is the best feasible research strategy for
developing tourism and recreation multipliers,
given the available resources and time.

A second strategy that might be used is to base
an input-output model on a mix of primary and
secondary data. Normally in such an analysis,
primary data would be collected for those sectors
that one wishes to illuminate, i.e., tourism and
recreation in this case.

In the subject area of tourism, a good example
of an input-output analysis based on a
combination of survey and secondary data is one
developed by Strang (1970) for Door County,
Wisconsin . In that study, all businesses in the
study area were sent a questionnaire designed to
trace their patterns of both sales and
expenditures. Other sectors of the area's economy
were traced from secondary sources. The time
period for this static-open input-output model
was 1968, Tourism was treated as a final demand
sector and all other final demands were grouped
into another final demand sector. Households
(full time) were included as an internal sector.
A tourism multiplier was derived through the
application of Type II sales multipliers to
increases in tourists' final demands, weighted
according to the pattern of tourists'
expeditures. It was found that the weighted
multiplier for the tourism sector was 2.1T41.

When Strang ranked sectors by total community
impact, he found the following ranking occurred
for the highest five sectors (percentage of total
sales shown in parentheses): lodging places
(24.9%); eating and drinking places (18.2%);
financial, insurance, and real estate (12.6%);
food stores (7.5%); and auto sales and services
(7.22). These five sectors accounted for T70.4
percent of the total community sales impact.
Probably the reason why the financial, insurance,
and real estate services sector was so important
is that for purposes of this study, tourists "...
were defined to include summer residents owning
cottages or homes in the county as well as the
shorter-term visitors" (Strang 1970:38).

Strang's analysis illustrates a significant
question that must be answered by researchers
carrying out multiplier analysis--namely, What is
a tourist? Can we say that a person owning a
second home who resides there during summer and
part of autumn should be considered a tourist?
Remember, tourism is classified as final demand
and a form of export. It appears that Strang's
findings may be confounded by the inclusion of
second-home households in the tourism sector. I
do not have any ready answer as to how a tourist
should be defined for this type of study. I would
think, however, that some very interesting
results could have been derived by including
second-home householders in a separate sector
(either internal or final demand).

A major characteristic of recreation and
tourism is that it is inherently a final demand
type of industry, that is, for the most part, the
product is delivered to final consumers at the
producer's site. Many if not most consumers come
from outside of the region and hence the service
usually should be considered an export industry
for purposes of regional analysis.

Another major problem is that most intermediate
transactions generated on the basis of recreation
and tourism are actually claimed by other sectors
of the economy. That means that if the Recreation
and Tourism sector is developed from primary
data, and if one wishes to rely on secondary data
for all of the other sectors of the economy, then
7 will be necessary to subtract transactions
from other sectors that are to be included in
this new sector. It may be difficult to do this,
particularly in a consistent fashion.

A third possible strategy is to develop an
input-cutput model entirely from secondary data
for the purpose of developing recreation and
tourism multipliers. In order to use data from a
secondary source, however, the analyst must
accept the sectorization that is used by the
secondary source. To my knowledge, none of the
secondary sources separates out the recreation
znd tourism sectors, As I see it, the major
sectorization problem relative to recreation and
tourism is that economic activities that we
normal ly associate with this sector are currently
distributed within a multitude of sectors in the
existing national and regional input-output
accounts. Since virtually all analyses are at
least partially dependent on existing economic
accounts (and usually much more so), the problem
that analysts have is to decide how they can
disaggregate activities that legitimately belong
to the recreation and tourism sector from sectors
of the economy where they are currently embedded.
Part of the problem is that our national and
regional accounts classify sectors on a number of
bases, e.g., commodity produced, input mix,
process, etec.

Criteria for inclusion of expenditures commonly
used by tourism and recreation researchers (i.e.,
those expenditures incurred during recreational
trips) do not form the basis for any currently
supported multiuser, multipurpose sectorizaticn
schemes, Although this problem is likely more
extreme for recreation and tourism activities,
many other sectors (particularly nonindustrial
sectors) have similar attributes. An important
consequence of this problem is that it appears
virtually impossible to disaggregate existing
accounts to derive the information needed in
order to develop valid multipliers on the basis
of secondary information (e.g., the national
input-output direct coefficients) regardless of
how efficient our data reduction techniques, or
how good our estimates of final demand.

There is a serious problem of aggregating
dissimilar activities in conducting economic
assessments of recreation and tourism. That is,
the mix of recreational activities varies a great
deal from place to place and from season to
season. Given that in input-output work we are



dealing with a static model where the period of
observation is normally a year and that we
effectively work on the basis of the average
establishment when we develop input-output
multipliers of the various types, the diverse and
changing mix of activities is likely to be a
serious problem in terms of stability of
estimates.

A fourth strategy is to develop multipliers by
a method other than input-output analysis,
Usually this means developing a multiplier or
multipliers on the basis of shortcut analysis
less comprehensive than input-output analysis.
This can be done by using expenditure
distribution patterns or sales distribution
patterns as a basis of the multiplier, and then
collecting data on appropriate leakages so that
they can be considered in the derivation of the
multiplier. Various economic measures may be used
for such multipliers, e.g., sales, income,
employment, and residuals, Often these shortcut
methods may be the most feasible from the
standpoint of research budgets and available
time. A major problem with such multipliers is,
however, that only rarely are they directly
comparable with those derived from a
comprehensive input-output analysis of the area.

Archer and Owen (1972) presented a regional
tourist multiplier (apparently an income
miltiplier) for Anglesey island, a county in
Wales. This multiplier model was designed to
calculate multipliers without the need of an
input-output model. It requires data on the
average propensity to consume, patterns of
consumer spending, proportion of income spent by
the region's inhabitants, and the income
generation for each expenditure category. The
model was designed to subtract’ leakages in the
tradition of Tiebout's economic base multipliers.
Archer and Owen (1972:13) calculated the
followingmultipliers:

Hotel and guest house visitors = 1.25
Stationary caravan visitors = 1.14

Bed and breakfast and farmhouse visitors = 1.58

Camping visitors = 1.35
The composite multiplier = 1.25

and they explain the composite multiplier as
follows:

In each case the unit 1 is the initial
£1 spent, the benefit of which accrues
to the tourist. The remainder is the
total repercussive benefit to the
region after leakages. Thus for every
i1 of tourist spending on Anglesey, 25
p. worth of income after leakages is
generated. The initial £7 of spending
has some additional indirect benefits
to the region in the effects upon the
value of businesses, which are partly
assessed on the size of their turnover.
Nevertheless, 75 p. of the £1 are lost
to the regional economy as hoteliers,
retailers, and other [sic] buy their
goods from wholesalers off the island,
and as profits leak away to owners on
the mainland.

Multipliers derived by Archer and Owen appear
low in comparison with many others observed in
the literature, Possibly their multipliers are
correct and they were able to trace the multitude
of leakages better than most (note that their
study area is an island). Also, it may be that
their study area differs significantly from
conditions found within the United States, in
terms of the recreation and tourism sector.

Archer and Owen (1972:13) compared their
results to several other studies:

A from-to analysis of Walworth County,
S.E. Wisconsin in 1963 (Kalter and
Lord, 1968), produced a tourist
regional ‘'impact' multiplier of 1.80.
Another from-to analysis of outdoor
recreation in Sullivan, Pennsylvania
(Gamble, 1965) produced the multipliers
1.56 for hunter-fisherman, 1.58 for
tourists and 1.62 for summer home
owners, Residual incomes, i.e., the
direct and indirect household incomes,
returns to local government and non-
profit organizations in the County,
were assessed as 0.35 for tourists,
0.48 for hunter-fishermen and 0.50 for
summer home owners,

Another example of this strategy was an
analysis reported by Marino and Chappelle (1978).
Actually the multiplier analysis was only a small
part of the study, since the focus of the study
was on spending patterns of lodging and
restaurant establishments in northwest lower
Michigan and impacts of alternative highway
development. We essentially provided estimates of
the part of the tourist dollar remaining in the
study region during the first round of spending.
The multiplier was developed through use of the
power series approximation, and leakages were
taken into account by subtracting their estimated
values for the second and subsequent rounds, Five
spending rounds were calculated, but leakages
were assumed to remain constant after the second
round because of a lack of comprehensive data
about their impacts. A multiplier of 2.52 was
calculated for the lodging industry and 2.53 was
calculated for the restaurant industry. Of
course, given the nature of this analysis, these
miltipliers do not differ significantly from one
another.

PROBLEMS IN MEASURING ECONOMIC ACTIVITY

Serious valuation problems of recreation and
tourism activities will 1ikely continue to cause
difficulties in developing valid mltipliers, If
we measure only transactions in monetary units
actually transacted, many transactions logically
belong in other sectors of the economy. For
example, many costs measured in the Clawson
(1959) travel cost approach appear in other
sectors of the economy (e.g., fuel and auto
repairs). Also, valuations developed by using
this approach are much different from market
prices (e.g., it is likely that the value of a
priced good, such as timber stumpage, would be
ruch different if this approach is used compared



with using market price). The point is that
consistent valuation procedures must be carried
out for all sectors of the economy if the
resulting multipliers are to be correct.
Recreation specialists often maintain that such
estimates will seriously underestimate the value
of recreation and tourism because the reason for
or intent of these expenditures was for the
activities themselves., Although this rationale
may be reasonable, it does not happen to form the
basis for any existing economic accounting
system, and it is unlikely to be accepted and
implemented in the near future. It appears that
if such an accounting system is to be developed,
it will have to be developed by firms, agencies,
universities, etc.,, interested in the sector
themselves.

The problem of multipurpose and
miltidestination trips has continually caused
problems in developing valuations of recreation
and tourism activities. Although it is not
immediately evident, this same problem is
involved when we develop economic accounts. In
fact, the same problem is encountered in most of
service and information sectors of the economy.

PROBLEMS OF AGGREGATING TIME

Many recreational and tourism establishments
are seasonal, which causes problems of economic
instability for communities in whieh they
operate, Analytically, T believe one could
question the appropriateness of the 1- year time
period for the usual input-output transactions
table., However, it would be difficult to use &
shorter period (e.g., a quarter of a year)
because of data collection problems. Even if this
could be done, it would be necessary to develop a
dynamic model in order to interrelate seasons in
the same way that we interrelate economic
sectors.

JMPORTANCE OF SPATTAL MODELS

Most models that have been developed have not
considered spatial relationships explicitly. Even
if problems of correctly defining sectors and
aggregating time are overcome, the typical input-
output model may not be useful unless it is
interregional in nature and unless regions
defined within the system are fairly small. For
example, given the travel behavior of
recreationists and tourists, it would be
desirable to have an interregional input-output
model where regions consist of origins and
destinations of recreational and tourism
activities. In terms of activity mix

considerations, it would be desirable to have a
large number of regions represented in this
system of regions. In terms of consumer behavior,
fewer regions would be adequate. For both
configurations, however, the problems (not to
speak of costs) of completing this type of
analysis would be enormous because most data
would have to collected in a survey specifically
designed for the recreation and tourism sectors.

CONCLUSIONS

A number of major questions have been raised in
this paper~~What do we actually need to know
about secondary impacts and how well do we need
to know it? Who cares? For those that do care,
how precise must the information be in order to
make decisions? It is important to develop
guidelines to decision making by using
professionally approved methods in a scientific,
objective way. The goal should not be to simply
develop the highest multipliers.

The greatest problem is that of deciding what
purposes must be served by information developed
by analysis and how precise must this information
be. It does not seem feasible to develop
multipliers that will serve every conceivable
need at the appropriate level of precision.
Entirely surveybased multipliers will probably
be prohibitively expensive. Perhaps a combination
of primary and secondary data collection will be
the most feasible., In my opinion, the most
serious current problems deal with aggregation of
space, time, and activities., Until these have
been clarified by analysts in response to
clients' needs, I see 1ttle hope of developing
useful economic multipliers from input-output
analysis. It might be that some of the shortcut
methods that do not require a full model of the
regional economic structure will be more
attractive for assessing secondary benefits from
tourism and recreation. On the other hand, state
governments need to have more comprehensive
models that will permit comparisons of various
sectors of the economy for purposes of targeting
industries for public-incentives programs in
order to pursue public goals.

In summary, it appears that the quickest way to
get information suitable for public relations
tasks by recreation and tourism organizations is
to use shortcut methods rather than input-output
models., For purposes of developing guidelines for
state policy, however, a full survey-based input-
output accounting system is desirable and, in
this effort, the recreation and tourism sectors
must be defined in such a way that policy
questions can be explored in a definitive manner.

_
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Using Input-Output Analysis to Measure the Impact

of Tourist Expenditures: The Case of Hawaii

William A. Schaffer1

INTRODUCTION

Few states depend on tourist expenditures as
much as Hawaii. 1In 1977, the base year for this
case study, visitor expenditures totalled over
$1.85 billion. As seen in Figure 1, tourism
completely dominates the major export activities
of the state: 1in 1972, tourism surpassed defense
activities as a major source of outside funds for
Hawaii; by 1976, spending on tourism exceeded that
on defense, sugar, and pineapple combined; by
1979, the visitor industry yielded twice the ex-
penditures of the defense sector. Tourism became
such a major activity that it was allocated its
own final-demand sector in the 1977 Hawaii input-—
output model,

This paper demonstrates the use of an input-
output model in tracing the impact of tourist
expenditures in Hawaii. It is divided into three
sections. First, I review the structure of the
Hawaii model, showing the place of tourism in an
input-output system. Second, I look at the
alternatives and procedures for executing an
impact analysis within an input-output framework.
Third, T present the analysis of the impact of
tourism as originally conceived, along with some
second thoughts. And finally, I offer a few
comments in critique.

THE 1977 HAWAII INPUT-OUTPUT MODEL

The Hawaii interindustry tables are an extension
of the Hawaii Income and Expenditure Accounts.
The 1977 tables are the third set to be produced
by the Department of Planning and Economiec Deve-
lopment (DPED), which has a long history of care-
ful statistical work. Its system is based on the
"standardized" United Nations format, which has
been used by the U.S. Bureau of Economic Analysis
since 1972.

Format

Since the typical regional input-output table is
in the old industry-by-industry format, I have
reproduced a schematic version of the standardized
tables as Figure 2 to show how the standardized
system is organized. Matrices 1, 2, 3, and 4 form
the commodity flows table, showing the commodity
purchases and factor payments made by industries
and final-demand sectors. If commodities origi-
nated only in the industries bearing their names,
then the commodity flows table would be identical
to an interindustry flows table. But they do not,
and the commodity origins table, based on matrices

1Professor of Economics, College of Management,

Georgia Institute of Technology, Atlanta, GA 30332.

5 and 6, accounts for the industrial and regional
origins of commodities.

Tables 1 and 2 are highly aggregated versions of
these tables for Hawaii.

The solution to this system is slightly more
complicated than that to which we are accustomed,
but yields essentially the same results:

R = (1 - A)!

where I is the identity matrix, A is a matrix of
regional or state interindustry flow coefficients,
and R is the solution, or inverse matrix, or
direct and indirect requirements matrix.

The problem we face in solving a standardized
system is that of evolving A from the elements of
Tables 1 and 2. A is a matrix with elements

i *iiE;
where x. . is purchases from local industry i by
industry~j and g. is total output of industry j.
In matrix notation, A = Xg‘l. The regional
interindustry flows matrix, X, is derived as
follows:

X =D(I - m)B

where: D is the matrix of market-share coeffi-
cients, showing the market shares of commodities
produced by local industries; m is a diagonal
matrix of import coefficients (imports divided by
domestic demand for each commodity); and B is the
matrix of commodity flows, showing the purchases
of commodities by industries. (I - m) is what Ben
Stevens has popularized as 'regional purchase
coefficients" and represents a 'constant imports
assumption' (Stevens, et al., 1983) (I - m)B is
the state commodity flows matrix and shows pur-
chases locally produced commodities. The final
premultiplication by D converts the table to an
industry-by-industry one on the assumption that
market shares remain constant.

Construction

The 1977 Hawaii tables depend for data ca a
number of sources. Basic input, output, and
demand coefficients were derived from the detailed
1972 U.8. tables ad justed to 1977 prices and with
value added divided into five factor-payment
categories based on national data for gross pro-
duct originating by industry. These coefficients
were significantly modified with data available at
the DPED to reflect specifically Hawaiian trans-
actions in both the industry and final-demand
sectors. Thne gross outputs of industries were
derived from diverse state and federal sources,
including the Censuses of Agriculture, Business,
Manufactures, Transportation, etec., and ES~202
employment data. Estimates of expenditures by
final~demand sectors and of the incomes of
primary-input categories were derived from the
lawaii Income and Expenditure Accounts and
associated worksheets at DPED.

The tables were constructed at the 496-industry
(commodity) level. A first estimate of imports
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and exports at the detailed level was made by the
supply~demand pool techniques using commodity
balance ratios. In several iterations, technical
coefficients and final-demand coefficients were
modified to reflect Hawaiian experience. The
estimates of imports and exports, which are
critical to the accuracy of the table, were also
reviewed and altered until they came into close
correspondence with available data.

One of the best sources of export data was the
survey of tourist expenditures conducted on a
regular basis by DPED. This survey yields expen-—
ditures classified in the 84 categories used by
the U. S. Department of Labor in its Survey of
Consumer Expenditures and by the Bureau of
Economic Analysis in the personal consumption
expenditures sector of the detailed U.S. input-
output table. These data had to be transformed
significantly for use; it is instructive to
examine the transformation process. First, we had
to transform the original data classification into
an input-output commodity classification. This
was done by multiplying the commodity-by-industry
final-demand coefficient matrix (496x84) by the
original tourist-expenditures vector (84x1).

Since we used a producers' prices version of the
coefficient matrix, the resulting 496-commodity
vector was an estimate in producers' prices of
tourist expenditures classified by input-—output
commodities. Second, we were obliged to treat
tourist expenditures as if they were domestic. We
premultiplied the tourist expenditures vector by
(I - @) in order to eliminate the possibility that
imports for resale be counted against domestic
supply. As a result, private exports include only
the domestically produced part of tourist expendi-
tures.

ECONOMIC CHANGE IN INPUT-OUTPUT MODELS

Economic change can take two forms in input-
output analysis: structural change, or change in

final demand. Let me briefly outline these alter-
natives before proceeding to our case.

Structural change

To an input-output analyst, structural change
means change in regional production coefficients.
In the standardized format, these changes would
manifest themselves in the commodity mix of an
industry (changes in a row of the D matrix
described above), in the import coefficients for
commodities (changes in elements of the m vector),
or in the commodity purchase coefficients of an
industry (changes in a column of the technology
matrix, or the coefficient equivalent of the B
matrix).

Of these, the interesting alternatives are the
changes ia trade coefficients and changes in
technology of production. (I know of no case for
study in which change in the commodity mix of an
industry was a significant question.) But even
these changes for existing industries are seldom
important; isolated technological or trade changes
rarely change the relationships in an inter-
industry system enough to make a major difference.

Introduction of new industrial activities can
take place in either of two ways. [In an aggre-
gated system, introduction of a new plant can be
handled by changing the aggregation weights for
the detailed industries. If a more apparent
iatroduction is desired, a new plant or activity
can be added to the system as completely new rows
and columns in the tables. In the Hawaii system,
procedures were established to accomplish these
tasks in detail.

Changes in final demand

Although significant, and possibly unpredict—
able, changes in regional interindustry structures
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may occur with the development of recreation and
tourism activities, it is most likely that the
analyst will devote little time to speculating on
such possibilities. 1Instead, he will be concerned
with the changes in final demand that are attrib-
utable to his topic of study. This approach is
logical, because most regions have the components
of a tourist industry in place--they are the same
industries that serve local residents.

Alternatives in this case revolve around whether
or not the inverse matrix is used to derive multi-
pliers with which to show the secondary impacts of
expenditures in the change vector. Traditionally,
we have used inverse-based multipliers.

But now that the costs of computation are so
low, an iterative approach may be taken, as in the
next section. This approach has the advantage of
flexibility in level of aggregation as well as
simplicity in solution and explanation.

Schaffer, et al., 1979.

THE IMPACT OF TOURISM ON HAWATI

Now let us develop a statement of the primary
and secondary impacts of tourism on Hawaii--a
skeletal impact analysis. Our algorithm should be
adequate for most simple impact analyses; it will
cover the case where an industry that makes a
series of local purchases sells its entire output
outside the region.

The tourist "industry" is not defined in the
Standard Industrial Classification. Tt is a group
of industries united by a common set of customers
but with dissimilar technologies. 1In 1977, sales
to tourists in Hawail totalled $1.8528 billion.
These sales are reported in producers' prices in
Table 3., Note that they have also been adjusted
to reflect trade patterns. Table 3 can thus be
considered an initial Ilmpact vector.



Table 1. -- Aggregated commodity flows, Hawail, 1977

(millions of dollars)

TRADE AND TOTAL
AGRICUL- CONSTRUC- MANUFAC- TRANS- INDUSTRY
COMMODITY TURE TION TURING PORTATION SERVICES DEMANDS
1 AGRICULTURE 37.8 1.7 254, 8 1.9 39.2 335.5
2 CONSTRUCTION 2.4 9.7 boT7.4 761 187.3 742.0
3 MANUFACTURING 69.0 381.1 576.2 192.1 509.2 1727.5
4 TRADE AND TRANSPORTATION 16.8 98.3 171.8 249.0 233.3 769.3
5 SERVICES 22.9 79.6 104.7 457.0 931.8 1595.9
6 TOTAL COMMODITY PURCHASES 149.0 570.8 1578.8 1015.2 1906.1 5219.0
7 HOUSEHOLD INCOME 221.0 408.2 uyg .3 1353.3 3726.4 6157.2
8 STATE AND LOCAL GOVT REVENUES 6.2 7.2 14,2 235.3 136.0 398.9
9 OTHER FINAL PAYMENTS 37.7 85.6 59.7 4u2,0 49h 1 "1119.2
10 UNALLOCATED AND EXTERNAL TFRS -54.8 LA 65.2 -6.5 ~35.6 -31.2
M TOTAL PRIMARY INPUTS 210.1 501.0 583.5 1985.0 4315.7 7595.3
12 TOTAL PURCHASES 359.2 1071.7 2162.3 3000.2 6221.8 12815.2
Table 1. -— Aggregated commodity flows, Hawaii, 1977 (continued)
(millions of dollars)
PERSONAL STATE AND OTHER TOTAL TOTAL
CONSUMP -~ LOCAL EX- LOC.& FED. PRIVATE FINAL TOTAL
COMMODITY TION EXP. PENDITURES DEMANDS EXPORTS DEMANDS DEMANDS
1 AGRICULTURE u2 1 2.2 .0 70.9 115.2 458.7
2 CONSTRUCTICH .0 370.6 712.2 69.9 1152.8 1895.6
3 MANUFACTURING 1363.4 1431 861.3 1465 .1 3832.8 5560.6
4 TRADE AND TRANSPORTATION 1253.2 96.7 132.2 1089.5 2571.6 3340.9
5 SERVICES 2039.7 885.3 827.2 1737.3 5489.5 7085 .4
6 TOTAL COMMODITY PURCHASES 4943.2 1497.9 2545.0 4y34.8 13420.9 18640.7
7 HOUSEHOLD INCOME 0.0 246.0 600.8 24,6 871.4 7028.6
8 STATE AND LOCAL GOVT REVENUES 377.8 0.0 314,7 0.8 692.5 1091.4
9 OTHER FINAL PAYMENTS 1714.7 0.0 ~-451.0 1863.9 3127.6 4246.8
10 UNALLOCATED AND EXTERNAL TFRS 283.1 0.0 895.9 2.0 1181.1 1149.8
1M TOTAL PRIMARY INPUTS 2130.8 246.0 1348.3 1888.5 5613.6 13208.9
12 TOTAL PURCHASES T074.0 1743.9 3893.3 6323.3 19034.5 31849.6
Table 2. -- Aggregated commodity origins, Hawail, 1977
(millions of dollars)
o TRADE AND TOTAL
AGRICUL- CONSTRUC~ MANUFAC- TRANS- DOMESTIC
COMMODITY TURE TION TURING PORTATION SERVICES SUPPLY
1 AGRICULTURE 348.5 0.0 0.0 0.0 0.0 348.5
2 CONSTRUCTION 0.0 1071.7 2.9 0.0 0.0 1074.6
3 MANUFACTURING 10.6 0.0 2081.1 0.0 0.0 2091.7
4 TRADE AND TRANSPORTATION 0.0 0.0 0.0 2964 .4 9.7 2974 .1
5 SERVICES 0.0 0.0 73.3 35.8 6212.1 6326.2
6 TOTAL INDUSTRY OUTPUT 359.2 1071.7 2162.3 3000.2 6221.8 12815.2




Table 2. ~- Aggregated commodity origins, Hawaii,

1977 (continued)

(millions of dollars)

TOTAL TOURIST OTHER
TOTAL TOTAL LOCAL EXPENDI~ COMMODITY  TOTAL
COMMODITY IMPORTS SUPPLY DEMAND TURES EXPORTS DEMAND
1 AGRICULTURE 102.2 450.7 379.8 16.9 54.0 450,7
2 CONSTRUCTION 821.0 1895.6 1825.7 0.0 69.9 1895.6
3 MANUFACTURING 3468.7 5560. 4 4095.3 255.8 1209.3 5560.4
4 TRADE AND TRANSPORTATION 366.8 3340.9 2251.3 544.9 544,6 3340.9
5 SERVICES 759.1 T7085.4 5348.1 1033.1 704.2 7085.4
6 TOTAL INDUSTRY OUTPUT 5825.5 18640.7 14205.9 1852.8 2582.0 18640.7

Table 3. -- Expenditures by tourists in Hawaii, 1977
(millions of dollars)
LOCAL
INDUSTRY EXPENDITURES
1 SUGAR, FIELD
2 PINEAPPLE, FIELD .
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OTHER AGRICULTURE
PINEAPPLE PROCESSING
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TRANSPORTATION SERVICES
GROUND TRANSPORT, TRUCKING
AIR TRANSPORTATION
OCEAN TRANSPORTATION
COMMUNICAT ION
ELECTRICITY
GAS
WATER AND SANITARY SERVICES
WHOLESALE TRADE
RETAIL TRADE
EATING AND DRINKING
FINANCE, INS., REAL ESTATE
HOTELS
HEALTH AND PROFESSIONAL SERVICES
OTHER SERVICES
GOVERNMENT SERVICES
DUMMY INDUSTRY

TOTAL COMMODITY PURCHASES
HOUSEHOLD INCOME
STATE GOVERNMENT REVENUE
LOCAL GOVERNMENT REVENUE
CAPITAL RESIDUAL
FEDERAL GOVERNMENT REVENUE
IMPORTS
EXTERNAL TRANSFERS, UNALLOCATED

TOTAL PRIMARY INPUTS
TOTAL PURCHASES
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Table 4. -- The economic impact of tourism in Hawaii, 1977

INITIAL HOUSEHOLD STATE GOVT LOCAL GOVT
CHANGE OUTPUT EMPLOYMENT INCOME REVENUE REVENUE
INDUSTRY ($ MIL) ($ MIL) (THOUS) ($ MIL) ($ MIL) ($ MIL)
1 SUGAR, FIELD 0.0 2.2 o 1.2 .0 0
2 PINEAPPLE, FIELD 9.5 12,4 -5 8.9 .2 1
3 OTHER AGRICULTURE 2.1 33.2 1.5 21.6 LU 1
4 PINEAPPLE PROCESSING 0.0 3.0 1 .5 .0 6]
5 SUGAR PROCESSING 0.0 3.6 N 1.0 .0 0
6 OTHER FOOD PROCESSING 15.6 88.2 1.1 13.8 .2 6
7 MANUFACTURING 29.6 5.2 1.2 20.5 .2 .
8 PETROLEUM REFINING 0.0 1.2 0 .0 .0 .0
9 CONSTRUCTION 0.0 8.8 .2 3.3 .0 0
10 TRANSPORTATION SERVICES 38.8 40,7 2.8 29.7 .2 .1
11 GROUND TRANSPORT, TRUCKING 58.8 .7 3.4 42.9 .3 1.0
12 AIR TRANSPORTATION 58.9 4.0 1.2 25.9 0.4 T
13 OCEAN TRANSPORTATION 6.3 1M.7 .2 4.2 1.5 0.0
14 COMMUNICATION 6.4 2,6 1.2 24,3 6.0 1.7
15 ELECTRICITY 0.0 59.2 LU 17.4 .3 .0
16 GAS 0.0 6.6 .1 1.3 .0 N
17 WATER AND SANITARY SERVICES 0.0 8.5 . 5.2 0.0 0.0
18 WHOLESALE TRADE 59.9 153.6 b,y 70.1 6.9 3.4
19 RETAIL TRADE 215.4 322.6 13.9 155.7 11.0 11.9
20 EATING AND DRINKING 369.3 432.9 16.8 126.3 1.5 5.5
21 FINANCE, INS., REAL ESTATE 5.1 330.3 4.5 143.0 6.3 13.3
22 HOTELS 460.9 475.8 18.1 234.5 .0 3.2
23 HEALTH AND PROFESSIONAL SERVICES 17.8 156.9 6.7 94,1 1.7 .3
24 OTHER SERVICES 83.0 151.8 9.2 78.6 .8 .9
25 GOVERNMENT SERVICES 4.9 13.5 1.0 9.9 0.0 0.0
26 DUMMY INDUSTRY 0.0 3.2 .0 3.0 0.0 0.0
27 HOUSEHOLD INCOME 0.0 1144.,9 .0 0.0 42.9 18.2
28 TOTAL 1442.5 3728.4 88.4 1144.9 89.6 61.9
Table 4 is what I call the "impact analysis ap; = the input-output coefficient from
table": it reports the total impact of the primary-input sector t to industry i
initial change vector in column 1, which is a
repeat of the domestic part of Table 3. The e, = employment in industry i
remaining columns demand some elaboration, for
they report the secondary impacts as well. Let A = an operator denoting change
us proceed with an algebraic statement of the
elements of these impact columns. Let . = a subscript "dot" indicatiag sum-
mation over the replaced subscript
X = the exogenous sales by industry j s = qpumber of industries
r.. = the total output required from The change in output of industry i associated
1] industry i by industry j to produce with exogenous sales by industry j is
one value unit of output (cell ij
in the inverse or total require- AQ1(j) = ij*fij
ment table)
and the summary impact is
q; = the gross output of industry i sf]
Aq.(j)= .i ij*rij = ij*r.j
99 = the gross output of industry 1 i=)
§53901ated W{th unit output change Note that r . is the net-output multiplier for
in industry j industry j. ~The summary results in column 2 of
Table 4 could be obtained through the traditional
Ves = the income received by primary-input multiplier system; this table only provides indus-

sector t from industry i try details to supplement the summary statement.

12



The change in employment in industry i associ-
ated with exogenous sales by industry j is

Bej( = Baj( p*ei/a;
and the summary employment impact is

s+]

Be (5= ,i] Baj( jy*ei/aj
i<

s+l
= 2‘ Ax *rij*Ei/qi
i=]

sf]
By Lorggre/a
i=1

1]

The summed term on the right is the employment
multiplier for industry j. Thus column 3 of Table
4 expresses the total employment effects of the
activities recorded in column 1.

The change in income to primary-input sector t
in industry i associated with exogenous sales by

industry j is

byei(p = B¢ praci
and the corresponding summary change in income is

s+l

Bye. () = ,X]Aq1<j)*yti/qi
-

sf]
= L bx gy g/a;
i=1

1

s+
= y * .
By Lompdye/ag
1=]
The summed term on the right is the income-
generated multiplier for sector t, industry j.

Table 4 thus records the calculation of multi-
plier effects for the set of exogenous sales re-
corded in column 1. Since it is based on columns
in the inverse matrix (from which comes the ri~),
it is simply an extension of the traditional
approach.

Another alternative is to solve for total impact
through an iterative procedure. This process uses
the sum of an infinite series to approximate the
results of using the inverse:

T = IX + AX + AZK + AOX + ... + A"X = (1-a)7'%x

As n approaches infinity, the approximation

approaches equality. We have set n = 10 for con-
venience in printing the results.

Table 5 reports the rounds of spending associ-
ated with tourist spending (the vector X) in
Hawail, tracing the additive parts of the above

calculation of total impact. The last column of

this table is an approximation of change in out-
puts associated with tourism in Hawaii. Note that
the iterative procedure with n = 10 captures 99
percent of the changes derived from calculations
using the inverse (column 1 in Table 4).

The calculations involved in this example are
now several years old. They were intended to
illustrate the process of impact analysis when a
complete and aggregated model is available. Since
the analysis was embedded in a study report and
thus had to remain consistent with the system
there recorded, it was based on aggregated data.
If I were called upon to redo the analysis to
stand alone, I would now base the process on the
detailed work tables that had been aggregated for
presentation. Although I am not certain that the
summary results would be significantly different,
using the detailed coefficients in the iterative
procedure would certainly lead to sharper state-
ments of individual industry impacts.,

These detailed calculations would be easy pri-
marily because the data on tourist expenditures
were available in a conveniently detailed form.
Under other conditions, however, it might be wise
to use the aggregated model. That model is best
when tourist expenditures are available only as
highly aggregated totals for which subdivision
might yield large errors.

COMMENTS

When we speak of impact analysis in the con-
text of an input-output model, it is important to
keep in mind some of the important limitations and
characteristics of this approach. It is also
important to remember that these limitations also
apply to every other modeling approach. They are
handicaps that must be overcome or at least com-
pensated for by skill, art, and craft.

An input-output model is based on a linear
system of equations relating the final expendi-
tures of a set of final demand sectors to the
transactions of a set of industries with other
industries and final-payment categories. Its
linearity implies constant economies of scale
that normally only apply in the long run. It is
static and almost always depends on a database
several years old. It assumes perfect elasticity
of supply, or no resource constraints, thus en-
couraging us to ignore the normal forces of supply
and demand. The old admonition that "what you see
is what you get'" was never more appropriate than
it is here. Input-output analysis measures bene-
fits and costs as pure monetary transactionms,
ignoring all externalities. It leads the unwary
into many logical traps, permitting us too readily
to convert the act of spending into a benefit,
(Money spent for gasoline can be gleefully
regarded by the service station owner as a great
benefit, while society might better regard it as
permanent loss of a nonrenewable resource.)

Input-output analysis is demand-driven, making
us all Keynesians or mercantilists (take your
choice if either appellation strikes you as
abusive). The analyst with a regional point of
view can be particularly mercamtilistic, for he

13



Table 5. —-—- Rounds of spending associated with tourism in Hawaii, 1977

(millions of dollars)

INDUSTRY

ROUND
1

ROUND
2

ROUND
3

ROUND

ROUND
5

ROUND
6

1 SUGAR, FIELD

PINEAPPLE, FIELD

OTHER AGRICULTURE
PINEAPPLE PROCESSING
SUGAR PROCESSING

OTHER FOOD PROCESSING
MANUFACTURING

PETROLEUM REFINING
CONSTRUCTION
TRANSPORTATION SERVICES
GROUND TRANSPORT, TRUCKING
AIR TRANSPORTATION
OCEAN TRANSPORTATION
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-~ Rounds of spending associated with tourism in Hawaii, 1977

(continued)

(millions of dollars)

INDUSTRY

ROUND
7

ROUND
8

ROUND
9

ROUND
10

ROUND
11

TOTAL
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PINEAPPLE, FIELD

OTHER AGRICULTURE
PINEAPPLE PROCESSING

SUGAR PROCESSING

OTHER FOOD PROCESSING
MANUFACTURING

PETROLEUM REFINING
CONSTRUCTION
TRANSPORTATION SERVICES
GROUND TRANSPORT, TRUCKING
12 AIR TRANSPORTATION

13 OCEAN TRANSPORTATION

14 COMMUNICAT LON

15 ELECTRICITY
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20 EATING AND DRINKING

21 FINANCE, INS., REAL ESTATE
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can ignore the redistributive costs on other
regions of resource redirection. Thus, severe
hardships caused by a shift of tourist expendi-
tures from another region can be completely
disregarded. But such is the competitive way.

This listing of limitations could continue on
and on if self-flagellation were any fun at all.
But it is not; we frequently catalogue our faults
simply to note our awareness of them and to ward
off critics who might cite the list without
specific application to our particular study. Why
do we continue to use input—output analysis? It
remains the most popular tool for regional impact
analysis simply because it is the most consistent
and logical way to trace secondary benefits
through a regional economy. Economic-base models
and econometric models suffer from all of the
noted deficiencies; in addition, they are grossly
aggregated. Input-output analysis forces us to
pay attention to detail; artfully used, it not
only focuses on the issue of measurable secondary
economic effects, but it also leads us to consider
environmental and social effects.
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Regional Input-Output Methods for

Tourism Impact Analysis

Benjamin Stevens and Adam Rose !

INTRODUCTION

The recent availability of inexpensive,
detailed, regional input—output (I-0) models has
facilitated the use of the technique in analyzing
the impacts of a variety of changes in a region's
economy. At the same time, tourism has become an
increasingly important portion of the economy of
many states, in part due to the decline of more
traditional industries and in part due to the
relative increase in discretionary income.

Given these two factors, it is not surprising
that there is an increasing literature on the
impact of changes in amounts and types of tourism
on state and regional economies, determined
through the use of I-0 models. This paper
discusses some of the features of the I-0 method
that make it particularly suitable to tourism
impact analysis, as well as some of the short-
comings of this approach. Because tourist expen-
diture data are used in conjunction with a highly
structured model, this paper also deals with some
of the requirements placed upon those who collect
and analyze the data.

The review of both the models and of the
tourism data is followed by recommendations for
further research and for improvements in the
models, the data to be used, and the types of
data collection that would be most useful in
model construction and the specification of
tourist expenditures.

DELINEATION OF THE [MPACT REGION

The second-order impacts of recreation and
tourism circulate through many phases of economic
activity and extend outward to an area much
broader than the recreation site. Just as a con—
cept such as "speed” cannot be defined without
reference to a specific time measurement,
"economic impacts” cannot be defined without ref-
erence to a specific geographic area. The matter
is complicated conceptually by the existence of
several possible regional demarcations and
complicated empirically by the difficulty of
tracking commodity and factor flows across
space.

The delineation of the impacted region
depends greatly on the policy issues being exa-
mined and the hierarchical rank of the policy

1Respectively, President, Regional Science
Resecarch Institute, Peace Dale, RI 02883, and
Professor, Department of Mineral Resource
Economics, and Research Associate, Regional
Research Institute, West Virginia University,
Morgantown, WV 26506.
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maker. For a public hearing on a land-use change
in a given National Forest, the appropriate
region might best be considered the local com-
munity. Although forest lands are in the general
(national) public domain, the local community is
likely to receive the most significant amount of
second-order impacts, either positive (jobs,
income, tax revenues, etc.) or negative
(infrastructural capacity increase costs, disame-
nities, etc.). However, the impacts on adjacent
communities and much broader areas may also be
substantial, given the nature of recreation and
tourism, and will be of interest to decision
makers at higher levels.

A region is typically specified according to
a single or a mix of major characteristiecs in the
physical, political, or economic realm. 1In the
case of a recreation area, for example, the
smallest meaningful area of analysis, is the
“recreation site,” distinguished primarily on the
basis of physical attributes (a lake, forest, ski
slope, etc.). TIn many cases (e.g., sight seeing,
hunting, sailing) there is little economic acti-
vity at the site because participating in the
activity involves no formal production and is
usually the consumption of a public good.

The direct economic impacts of recreation are
the costs of travel to the site, food and lodging
while preparing for or recovering from the acti-
vity, and the purchase of supplies and equipment
necessary to engage in the recreation. Most of
these expenditures take place in close proximity
to the recreation site in what we term the
"economic support area.” Because the direct
impacts into recreation and tourism are often
interdependent with other activities in the local
area, we view the economic support area as
covering both direct and second-order impacts.
However, many of the suppliers of inputs to
recreational service industries are located a
considerable distance from the recreation site
and, in fact, we could consider the entire United
States as a support area for each case. It is
best to establish a meaningful cutoff point,
however, and we suggest two possibilities. One
is the concept of a "trading area,” an area in
which the majority of economic interaction takes
place between any of its subareas (as opposed to
between the subareas and the outside). Another
useful delineator would be the "labor service
area” an area in which the majority of the per-
tinent labor force, including commuters, resides.
Both of these areas are usually closely related
to common statistically measured units such as
Metropolitan Statistical Areas (MSA's). Given
the realities of data, the analyst is likely to
have to settle for an approximation of the econo-
mic support area, delineated along political
boundaries. For our purposes, a simple diagram
(Figure 1) can depict the relationships among the
various regions delineated in this section.

A third regional level of analysis is the set
of "travel corridors.” These extend from the
“consumer residence area,” to be discussed next,
to the recreation site. At the outer reaches,
these corridors are basically one-dimensional
rays, but as the proximity to the site increases,
their density increases, and they take on more of
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FIGURE 1 Regions Impacted by Recreation

the appearance of the typical two-dimensional
spatial region. Again, given data limitations,
political jurisdictions such as MSA's, counties,
and states may have to serve as proxies for these
areas. Taken as a whole, the travel corridors
obviate the need to deal with one of the more
difficult aspects of recreation analysis, i.e.,
the allocation of costs among the travel route.
This is of obvious difficulty empirically and
also a problem conceptually, as will be discussed
in the following section.

The consumer residence area is the point of
origin of recreationists. Typically, it is
larger than the support area, but in the case of
smaller sites, it need not be. Unlike the other
areas of analysis, the impacts here may be nega-
tive. That is, expenditures made enroute to the
recreation site or in the support area displace
spending in the residence areas. The net impact
here will be a combination of the effects of this
negative stimulus and the positive stimulus from
travel expenditures made in those residence areas
that are also located in travel corridors, from
interregional demands for goods, and from factor
flows.

The final area of analysis is termed the
"extended region” or national level, It is the
ultimate source for all the goods imported into
any of the other areas. It also is the most per-
tinent delineation for the source of capital for
recreation sites and support areas of any signi-
ficant size. For example, many summer homes are
owned by absentee landlords and many companies
involved in tourism have their home offices and
stockholders located outside the support area.
The net impact at this level is a combination of
the negative stimulus from a capital outflow and
the positive stimulus from returns to capital and
the interregional demand for goods.

To accurately estimate recreation impacts,
ideally the analyst would have available a set of
different I-0 models for each of the regional
levels just discussed. An example would be:

Level Regional I-0 table

Recreation site not applicable

Economic support area Group of counties table
Travel corridors State table

Consumer residence area Group of states table

Extended region U.S. national table

ESTIMATION OF DIRECT IMPACTS

Regional I-0 models have traditionally been
expensive to construct and insufficiently
detailed for use in tourism studies due to the
survey-based approach involved.

Recently, however, nonsurvey techniques have
been developed that make it possible to construct
highly detailed regional models at modest cost
(see, e.g., Alward and Palmer 1983; Stevens and

others 1983). This has made it feasible for a
state or region to have a model or models devoted

exclusively to tourism analysis. Such special-
ized models can include "tourism translators”
that require the analyst to specify only the
number of person-days or person-nights of tourism
by type of tourist or type of accommodation
without having to construct de novo a full set of
tourist expenditures to be used as the change in
final demands required for I-0 analysis. Such
translators require detailed data for their esti-
mation, but once in place, they make tourism
impact analysis extremely simple and quick, as
long as the pattern of tourist expenditures does
not change. Actually it is possible to design
two types of translators, one of which takes
tourist expenditures by gross categories such as
accommodations, gasoline, groceries, amusements,
retail purchases, and so forth, and spreads these
totals among the detailed T-0 sectors. The other
type of translator simply converts the number of
tourists by various specifications into these
broad categories of expenditure. Thus the impact
analysis may go through two stages before the I-0
calculations, but both of these stages can be
fully automated.

The advantage of very detailed I-0 models is
that they help to avoid aggregation error of the
type that typically occurs when individual econo-
mic sectors are combined. The easiest way to
view the aggregation problem is to think of the
columns in an I-0 matrix as they are definition-
ally intended; that is, as the production func-
tions of the goods and services associated with
the sectors associated with those columns. The
more highly aggregated the 1-0 table, the more
the potential variation among the production
functions of the individual sectors that are com-
bined into each aggregate sector. The I-0 calcu-
lation that uses aggregated sectors will be based
on a weighted average of the individual produc-
tion functions which may not be properly repre-
sentative of those sectors actually affected by a
final demand disturbance-—-in this case, tourism.
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Even more important from the point of view of
regional analysis is the fact that there are much
greater variations among goods and services in an
aggregated sector on the purchase side within the
region than there is in the production functions
themselves., Thus for regional analysis, espe—
cially, the most highly disaggregated possible
model is preferable. However, when regional I-0O
depended upon survey data, the tendency was to
construct highly aggregated models in order to
reduce the cost of data collection and analysis.
The advent of highly detailed nonsurvey models
has both reduced the cost of this kind of analy-
sis and, in many, has improved its accuracy.

The problem posed by detailed I-0 models is
that the demand "disturbance” used as a measure
of the direct regional impacts of some activity
must be similarly detailed. 1If one is calcu-
lating the impacts of a new manufacturing
industry, this may be no problem. The distur-—
bance is then simply the output of the new busi-
ness or industry which is then assigned to the
proper sector, with all other sectors left
undisturbed by any direct impacts. The I-0
calculation will then determine the effects on
all other sectors due to the indirect and induced
effects of the direct disturbance.

Tourism by its nature does not generate
simple direct impacts. Most I-O models do not
include an economic sector called "tourism.”

Such an industry is not defined in the Standard
Industrial Classification nor in the national I-0
data on whith most recent models are based. A
tourist typically buys a wide range of goods and
services on his trip to and through a region. 1In
theory, one could take the expenditures on each
good and service per tourism dollar and form an
input column to be included in the I-0 matrix.
But in fact, a number of such columns would be
needed because expenditure patterns vary widely
between business and recreational tourists, those
who stay in public accommodations and those who
stay with friends and relatives or camp, those
who arrive by public transportation and those who
come by car, those who indulge in ocutdoor
recreation in rural or seashore areas, and those
who mainly visit large cities, and so forth.
Although it would certainly be possible to
integrate a tourist input column into the I-0
table for each type of visitor, this would
require additional effort to no particular end.
Inclusion of an econcmic sector in an I-0 moedel--
in this case, a particular type of tourism makes
sense only if the sector purchases goods and ser-—
vices from other sectors in the model, and vice
versa. Since it is generally assumed that
increases in other economic activity in a state
or region do not increase tourism in that state
or region, but only conversely, the inclusion of
tourism input columns does not seem worth the
effort. Possible exception to this are business
visitors, who are more likely to visit the region
if there is more business activity there, and
visitors to attractions such as Disney World,
which are economic activities included in the
sectors covering "Amusements.”

The estimation of each of the two levels of
tourism translators can be done entirely with
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survey data if sufficient funds are available to
collect the detailed information necessary to
spread tourist expenditures across detailed sec-
tors. Typically, however, such funds are
lacking, at least on a regular basis.2

Generally, data are collected by state or
local agencies on the number of tourists and on
their expenditures, by major categories. Such
data are also available, although often unsatis-
factory in accuracy and detail, from the
National Travel Data Survey associated with the
Census of Transportation. These latter data
became available only most recently for 1977;
because the Census of Transportation was not done
on schedule in 1982 and still has not been
carried out, it will be some time before new data
will be available for this source. The National
Travel Data Center, however, does provide estima-
tes of numbers of tourists and their expenditures
by state. But these data, too, are inadequately
detailed for various types of visitors, accom-
modations, and so forth, and, thus, most states
and regions must rely on their own resources.

Therefore, some regular survey process is
usually required and is carried out in the
states. The experience of the senior author
indicates that, at a minimum, such a survey
should provide information on expenditures for
accommodations, restaurants, gasoline and automo-
bile repair; public transportation, including the
transportation to and from the area, by mode;
groceries (especially for campers and visitors to
friends and relatives) and liquor store purcha-
ses; tickets and admissions to entertainment and
amusements; expenditures on gifts, clothing, and
other retail purchases; expenditures on personal
services (e.g., beauty parlors) and professional
services (e.g., doctors); and miscellaneous. For
those visitors who are hunting or fishing, it is
also useful to have expenditures on such items as
equipment, equipment rental, guides, and related
expenditures; however, many of the expenditures
specific to hunting and fishing can be estimated
from the survey data of the Fish and Wildlife
Service, which will be discussed later in the
paper.

Even if the level of detail outlined above is
available from local surveys, the expenditures
still need to be further disaggregated for use in
the I-0 analysis. For example, "groceries”
covers a wide range of products supplied by a
variety of food processors in the manufacturing
sectors, distributed by several wholesalers, and
sold to the final consumer by a variety of types
of retail food outlets. This distribution can be
based on the household consumption for the state
or region, which provides full detail on all
types of expenditures made by resident house-
holds.

zThe Commonwealth of Massachusetts has been
operating a questionnaire survey for visitors to
the State for more than 5 years and has accumu-
lated close to 10,000 responses, many of which
include remarkably detailed expenditure data.
However, one cannot expect every state, much less
smaller regions, to undertake such an elaborate
and expensive series of surveys.



Even if the full set of total expenditures by
major category per person-day or person—night of
tourism are not available for any or all types of
tourists or visitors, it is still possible to
distribute those data that are available into the
major categories for further distribution.
Generally this has been done by using survey data
from those places that provide the full set of
summary measures. In the case of recent work by
the senior author (see Stevens and others 1983),
the summary data available from the continuing
Massachusetts survey has been adapted for use in
other states and regions. This process is not as
inaccurate as it might appear to be, given the
variation among types of tourism in various parts
of the United States. Fortunately the
Massachusetts data are available by county, and
the counties vary widely in their types of
tourism and hence in their distribution of
tourist expenditures among the summary cate-
gories. TFor example, the Massachusetts seashore
counties provide information on seashore visi-
tors; the counties of the Boston Metropolitan
area give a typical pattern for city visitors;
the hill and lake counties in western
Massachusetts provide typical data for visitors
there, and so forth. It is therefore possible to
simulate the expenditures of various types of
vigsitors to other states in the region based on
their similarity to individual counties or groups
of counties in Massachusetts. In such cases,
however, it is necessary to adjust for differen-
ces in the basic price level, especially for
accommodations, restaurant meals, and interstate
transportation expenditures for areas where most
visitors arrive by plane, where costs tend to be
much higher than they are in Massachusetts.

The allocation of travel expenditures between
point of origin and destination region is further
complicated since such expenditures can be a
substantial proportion of total expenditures,
especially for short-term visitors. Typically,
travel by public carrier is allocated one-half to
the origin and one-~half to the destination.
States such as Florida, however, receive more
than half of the expenditure allocation because
they have major airline repair and maintenance
installations or are a major national or regional
headquarters of the airline companies. The
ecasiest approach often is to base the allocation
on the employment per capita in air transpor-
tation in the two regions.

A group of travel-related expenditures take
place in and around airports and other transpor-
tation centers. The portion that has to do with
local travel (such as car reantal) should be cap-
tured as part of expenditures by business trave—
lers. Furthermore, use of local accommodations,
eating and drinking places, and so forth, are
generally part of regular tourist and business
travel, and should be so reported.

There are also additional expenditures
related to transient visitors that may be quite
significant. For example, those who fly to Miami
to take a cruise ship may stay in the area one or
more days between the flight and their cruise.
Such visitors may make significant local expen-
ditures even though they may not be included in

the class of "tourists” in the normal course of
events. Collecting data on such short-term
tourists, or even on short-visit business trave-
lers, is often a problem because of their brief
stay.

In addition, there are often major classes of
“"tourist” expenditures not usually properly allo-
cated. One example is expenditures associated
with summer vacation homes. There are substan-
tial expenditures on local taxes, maintenance,
utilities, and so forth, as well, of course, on
food, recreation, and similar expenses ordinarily
included in a column for tourists who are not
staying in hotels or motels. These expenditures
form a substantial portion of the ecomomic base
and the tax payments of the fiscal base of many
vacation communities.

SECOND-ORDER FLOWS

Most economies of any significant size are
characterized by a significant amount of inter-
dependence among sectors. Thus a dollar of
direct expenditure on tourism ultimately circu-
lates through several rounds of transactions
among intermediate sectors that provide it with
"indirect” inputs (e.g., fuel stations for trucks
used to ship camping gear to retail outlets,
electric power to provide lighting for the ser-
vice station, coal to provide steam for electric
power generation, ad infinitum). Another set of
secondary impacts are "induced” by income pay-
ments to primary factors (land, labor, and capi-
tal) and their eventual spending on consumer
goods. These indirect and induced impacts are
often as great or greater than the direct tourist
expenditures in larger regions. The ratio of the
"higher-order” effects and direct effects is the
value of the multiplier often used in impact ana-
lysis.

Indirect impacts are straightforward concep-
tually and are discussed in greater depth in the
papers by Bushnell and Schaeffer in this volume.
We will confine our attention here to some
neglected aspects of induced impacts that have
special significance to our topic.

Induced effects begin with remuneration to
primary factors that are represented by the
"payments sector” of most I-0 tables. Usually
there is only a single coefficient or flow in
each sector representing this transaction, though
some tabhles have included four delineations:
returns to labor (wages), returns to property
income (interest, dividends, profits, rent, and
royalties), depreciation, and indirect business
taxes. A portion of the net (of depreciation)
payments are then injected into the consumer
spending stream in a closed version of an I-0
model. That is, a payments row and personal con-
sumption column are added to the structural table
so that personal income determination can be
calculated endogenously.

Almost universally, TI-0 tables have failed to
make some important distinctions and have used
some questionable proxies in place of income
allocations. For example, the difference between
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income generated within the region and income
retained within is rarely acknowledged. The dif-
ference between these two income totals is likely
to be even larger in a tourist-based region than
an ordinary region because of the increased
liklihood of interregional factor flows in the
case of the former. TIn the case of wage
payments, the fact that the recreation site has
typically only a sparse population from which to
draw labor implies cross-regional movement
(commuting) as does the seasonality of much of
the tourist trade. Rental payments are also
likely to drain out of the region given the pre-
valence of absentee ownership or summer-home
ownership in this context. Payments to other
types of property income are also likely to drain
out of the tourist region in cases where retail
stores, hotels, etc., are owned by chains rather
than local residents. The calculation of displa-
cement effects on other regions is likely to
suffer similar difficulties, e.g., the allocation
of an area solely to recreational use and the
cessation of foresting or mining activity. These
are also highly concentrated industries, meaning
they are characterized by larger firms unlikely
to be locally owned.

The problem is muted somewhat by the
existence of two sets of control totals used to
balance the transactions table when it is closed.
Some sets of regional accounts are collected in
terms of income earned by residents and there are
also independent estimates or regional personal
consumption expenditures. Two problems still
exist. First, the income earned or personal con-
sumption total includes income and spending
flowing in from other regions and does not pro-
vide information on the gross outflow and inflow.
Second, since they are totals, they provide no
information on sectoral variations, one of the
objectives of using an I-0 table in the first
place.

The sectoral allocation of income respent (a
proxy for income retained) is usually based on
the assumption that all wage income hut only some
portion of property-related income is channeled
into consumption in the regions. The amount of
property income rechanneled into the spending
stream, however, is taken as a residual to
balance the total income, total expenditure
controls. Some modelers do not feel a balance is
required, given interregional factor flows, and
some simply invoke the assumption that all wage
income is respent and no capital income is
respent.

The situation is ironic considering the
efforts in recent years to improve the accuracy
of regional I-0 coefficients. However, these
efforts are confined almost exclusively to flows
of goods and services and there has been little
progress in identifying imports and exports of
factor flows regionally. 1In all fairness, an
absence of existing data has made such an analy-
sis impossible. But the economic profession and
government agencies should not collectively use
this as an excuse in years to come because the
appropriate data can be collected, as will be
discussed later.
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EXTENSTONS--DISTRTBUTIONAL ANALYSIS

An underlying theme for much of this paper
is the need for a greater emphasis on a distribu-
tional approach to impact modeling, both within
and across regions. The latter has been empha-
sized thus far, so we will now focus the
discussion on aspects of intraregional analysis.

Another way to disaggregate the payments sec-
tor is by socioeconomic group (e.g., interest
groups, income class, or occupation). This
offers several additional impact capabilities,
but the most important one is to determine who
gains and loses by a given market shift or public
policy. (It would be impossible to determine
impacts for each individual, so the analysis has
to link individuals to readily identifiable
groups.) Individual impact is often ignored in
policymaking based on conventional cost-benefit
analysis, which yields a net dollar total. This
approach has typically been viable when used by a
single decisionmaker, but the context has been
changed by recent increases in the degree of
public participation in decisions on land-use
policy in tourist and recreation areas. Such
participation, via the Forest and Rangelands
Renewable Resources Planning Act of 1974 and the
National Forest Management Act of 1976, pertains
primarily to public lands.

In order for individuals to participate, they
want to know how a policy affects them.
Informing them how it affects the community as a
whole is not enough. Expecting a person to sup-
port a policy only because it yields positive net
benefits for the Nation or the region implies a
degree of altruism that cannot be supported
theoretically or empirically. There is an urgent
need for an operational methodology by which to
calculate individual impacts and to interpret
public reaction to the dissemination of this
information in the decisionmaking process.

A general methodology for determining distri-
butional impacts by using I-0 has been developed
by the junior author (Rose 1977) and successfully
applied in several contexts (Rose and others
1981, 1982). More recently it has been extended
by Stevens and Rose (1984) to derive three
measures of impact and response relevant to the
more recent shift to public participation:

1. TIndividual Impact Matrix--a probability
distribution of potential impacts for
each member of a given socioeconomic
group.

2. Community Impact Index—--a tally of how
the majority of the public will be
affected and the size of the majority.

3. Political Articulation Index---an indi-
cator of the likely public response,
taking into account intensity of pre-
ference, attitudes toward risk, politi-
cal influence, and traunsaction costs.

The general distributional methodology is
being computerized for general use by the USDA



Forest Service (Rose and others 1985). The
empirical version of the methodology is only as
accurate as currently available data but, as will
be discussed, many improvements are possible if
support is forthcoming. This endeavor is crucial
to enabling policymakers to perform more accurate
analyses addressing a broader set of questions.

FURTHER DATA NEEDS

Aside from the detailed data collected in
Massachusetts and perhaps similar data in a few
other states, a major potential source of direct
tourism expenditures is the survey performed
every 5 years by the U.S. Fish and Wildlife
Service of the Department of the Interior. This
extensive survey, based on a large sample of
households, elicits information on expenditures
for hunting and fishing trips during the pre-
ceding year. Analysis of these data for 1980 by
the senior author indicates a number of problems
with the data and the survey method.

The main problem is that the survey is per-
formed after the fact. The respondents are asked
to remember their expenditures from the previous
year at a time that may be more than 6 months
after the expenditures are actually made. 1In
comparing the Fish and Wildlife Survey data with
other data on tourism expenditures, the general
impression is that the amount of reported expen-
ditures in the Survey is systematically
underestimated. This is not surprising, given
that individuals are much more likely to forget
miscellaneous retail purchases they made than to
inflate expenditures, such as lodging accomoda-
tions, that they have a record of or remember.

Second, the data are quite specific con-
cerning the home location of the traveler but
much less specific concerning the destination of
the hunting or fishing trip. For example, it is
not possible to tell whether the destination was
near a large metropolitan area where certain
types of costs and expeunditures might be expected
to be high, or near a rural or isolated area
where costs might be lower.

Third, an important component of the Fish and
Wildlife Survey is the expenditure on hunting,
fishing, and camping equipment. The data on type
of equipment are extraordinarily detailed but do
not report where the equipment was purchased. In
the case of major items such as mohile homes or
other types of camping vehicles, it is probably
safe to assume that most of these purchases are
made at the home location. This may also be true
of expensive firearms and fishing equipment,
although one would expect some of these purchases
to be made at or near the destination of the
trip, where specific equipment needs are better
understood. Specialists in hunting and fishing
equipment, clothing, and related items tend to be

located in the destination area, the classic
example being L. L. Bean.

In light of the foregoing, some preliminary
recommendations can be made concerning the Fish
and Wildlife Survey. First, it would be pre-
ferable to conduct the survey at the destination
of trips, both to increase the probability that
the respondent will be able to provide accurate
estimates of expenditures (at least up to that
point in the trip) and to provide accurate infor-
mation on where the expenditures were made.

This, of course, would be a major change in the
method used by the Fish and Wildlife Service.
Such a change may not be possible for the next
survey, and might not be possible at all because
of additional costs of collecting data at a large
sample of trip destinations. On the other hand,
the problem of cost might be solved or at least
mitigated by collecting data from fewer respon-
dents and perhaps asking for less detail in cer-
tain expenditure categories.

This brings us to the matter of obtaining
data to improve the accuracy of second-order
impacts of tourist expenditures. The key to
clearly distinguishing income retained (and thus
continuing to circulate within a region) and
income "exported” is to 1dentify the geographic
origin of factor flows and hence the destination
of factor payments. 1In general, data on the
ownership of capital in the United States are
difficult to obtain, and capital data that
distinguish locations of owner and application
have rarely been tabulated. Blume and others
(1974) were able to gain access to data or the
source of dividend income and various socioecono-
mic characteristics of individual taxpayers from
the IRS within strict procedures to maintain con-
fidentiality. Such data, though very costly to
access, allow for the designation of "absentee”
ownership of corporations; corresponding data
could be used to make similar determinations for
owners of partnerships and sole proprietorships.
A minor modification of the biannual surveys by
the New York Stock Exchange (1983) allows for a
more direct and probably less-expensive deter-
mination., Data on summer homes or absentee
landlords in tourist areas might be obtained by
adding a single question to the Fish and Wildlife
Survey.

On the labor side, the U.S. Bureau of Census
(1981) does collect data on commuters. However,
many workers directly involved in recreation and
tourism are more properly classified as
"seasonal,"” for which no data are collected on a
widespread basis.

One importaant conclusion from the foregoing
discussion is that most surveys address the con-
sumers of recreation and tourism. Many of the
data gaps might best be filled by increasing the
surveys on the production side.

D
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Techniques for Assessing the Secondary

Impacts of Recreation and Tourism

Jay A. Leitch and
F. Larry Leistritzl

Public resource agencies charged with
husbandry of our natural resources encourage
efficient and equitable allocation of the costs
and benefits of alternative uses of those scarce
resources. Resource agencies compete for public
funds among themselves and with other demands on
the public coffers. Therefore, for socially
optimal uses of 1imited public funds, quanti-
fication of the benefits of resource allocation
is necessary.

Benefits of development projects for recre-
ation and tourism include primary, or direct
impacts, and secondary, or indirect impacts.
Indirect impacts include changes in employment,
gross business volume or gross regional product,
personal income, and government revenues.
Assessment of the ex ante or anticipatory
impacts of projects requires identification of
impact units of analysis useful to the
decision-making process and data sets available
for analysis.

Since considerable Tliterature exists on
techniques to estimate the direct impact
component, our focus will be to survey available
techniques to assess the secondary or indirect
impacts of recreation and tourism development
projects. Specifically, the objective is to
review the criteria of acceptable recreation and
tourism impact assessment techniques and discuss
selected techniques in light of those criteria.

CRITERIA

Foremost among selection criteria should be
usefulness to decision making. Several charac-
teristics that an assessment model should have
are:

Expedient. Decision makers most often do not
have the Tuxury of time, and turn to "quick and
dirty" techniques.

Replicable. Structure and underlying
assumptions of a model should be adequately
explicit to facilitate spatial and temporal
replication by individual analysts.

Credible. Assessment methods should be
tested, state of the art, statistically correct,
grounded in theory, appropriate to project size,

Lassociate Professor of Agricultural
tconomics, and Professor of Agricultural
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reflect time impacts accurately, and be
comprehensible to laypersons.

Complete/Comprehensive. Public sector
decision making internalizes external costs and
benefits as well as accounting for direct
impacts. Whenever feasible, models should
monetize external costs and benefits to reflect
an accurate assessment of project impacts.

Tractable/Doable. The operational complexity
of an Tmpact assessment tool should be such that
paraprofessionals with minimal technical
background could conduct the analysis with
available data. Additionally, resources
commensurate to the task should be available.

Consistent with Purpose. Estimates of changes
in economic activity should be consistent with
the decision-making perspective. In other
words, the assessment technique should be user
friendly and a means to improved decision making
(Berg 1982).

The ideal assessment tool would possess each
of these characteristics. Yet, it is apparent
that tradeoffs must be made; for example,
between expediency and completeness. Those
tradeoffs are the agency decision makers'
bailiwick.

IMPACT ASSESSMENT TECHNIQUES

The typical approach to assessing secondary
impacts of public sector development projects is
input-output (I/0) analysis. 1/0 analysis has
played a significant role in regional economic
assessment. Reference to its structure and use
abound in the literature. However, a basic
shortcoming of primary I/0 models is the
extensive data requirement. Other regional
interindustry models and shortcut 1/0 techniques
have been developed when the costs of 1/0
modeling were too great. The Commerce-BEA
Regional Industrial Multiplier System (RIMS) is
one example (Cartwright and Beemiller 1980).

A taxonomy of assessment techniques could be
drawn up according to one of several approaches:
by intended use (descriptive, simulation,
optimization}, by subject matter (management,
recreation, energy, policy), by how time is
handted (static, dynamic), by closeness-of-fit
to the real world (empirical, theoretical,
experimental), or by construction technique
{Yinear programming, econometric, mathematic).
However, since "everything is related to
everything" in public sector modeling, no
approach is singularly appropriate.

The main purpose of this discussion is to
identify techniques or models that will intro-
duce consistent project evaluation structure, so
that we do not come to cross purposes in recre-
ation and tourism rescurce development or among
agencies. Four general categories of techniques
according to what the decision maker is provided
are (1) multiplier development techniques, (2)
matricies or accounts, (3) comparative
situations, and (4) computer models.

N
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Multiplier Development

Input/output
Economic base
Regional econometric

Account Systems

Comparative Situations

Similar projects
Expert opinion (Delphi)
Brainstorming

Computer Models

OQuija Board

Multiplier techniques are guantitative,
whereas accounting systems may be qualitative.
Comparative situations may be the least inten-
sive in data and time requirements. A
recreation impact assessment method could
incorporate elements of each of these generic
techniques.

Multiplier Development

Multipliers are a tool for estimating
secondary impacts from direct impacts. The
multiplier effect is best described as the ratio
of the total change to the change in the direct
component of income, employment, or some other
unit of regional economic analysis. Three
techniques for developing multipliers are
input-output models, economic base analyses, and
regional econometric techniques. 1/0 modeling
is discussed in detail in some of the other
presentations.

Fconomic base analyses.--Economic base or
export base theory, the simplest model of
economic activity, postulates that an area's
economy can be divided into two general types of
economic units (Leistritz and Murdock 1981;
Oppenheim 1980). The first unit, the basic
sector, consists of those firms that sell goods
and services (export) to markets outside the
region. The other unit, the nonbasic sector,
consists of those firms that supply goods and
services to customers within the region. The
key to export base theory is that the level of
nonbasic activity in a region is determined
through a functional relationship with basic
activity. This relationship is known as the
multiplier effect. The principle force
determining the change in a region's economic
activity is thus external or export demand.

The multiplier is expressed as the ratio of
basic to total regional employment, population,
or income (Bendavid-Val 1983):

Base multiplier = total activity
basic activity

24

1f, for example, total employment in a region
were 3,000 of which 1,000 employees worked in
the basic or export sector, then the multiplier
would be:

Multiplier = 3,000 = 3

3

Or, for every basic sector employee in the
region, there is a total of three employees, one
basic-sector employee plus two nonbasic-sector
workers. Thus, the change in employment,
income, or other analytical unit can be
estimated by using the simple formula

Change in total activity
= (base multiplier) (change in basic activity).

Operational questions about the proper unit of
analysis and delineation between basic and
nonbasic components need to be addressed. The
appropriate unit of measurement depends on the
purpose of the analysis and data availability.
The bifurcation technique can significantly
affect the results and can be accomplished in a
variety of ways, including survey approaches, by
assumption or assignment, by using Tocation
quotients, by using a minimum requirements
approach, or econometrically (Pleeter 1980;
Schaffer 1979).

Bromley (1972) suggests developing an index of
internal purchases and an index of internal
sales that would yield adequate community
development policy information at much less cost
than traditional 1/0. This suggested approach
stems from economic base theory.

Economic base techniques have been criticized
for being oversimplifications, both intra- and
interregional; assuming fixed relationships;
neglecting imports, savings, and the balance of
payments; failing to explain exports or inade-
quately estimating exports; and neglecting
excess capacity. However, "No other model can
approach the export base technique in terms of
inexpensiveness and simplicity" (Pfister
1976:104).

Economic base models are the simplest and
Jeast expensive of the multiplier models, with
input-output models at the other extreme. There
is a range of variants that adds rigor and
precision but at the same time, adds to the
amount of data, time, and expertise required to
implement the analysis. The amount of available
resources will determine how rudimentary or
sophisticated an export base model will be. The
simplest of economic base analyses can be
accomplished with a minimum of resources and
within a very short time frame. The simplest
economic base analyses meet at least four of the
six criteria established above, with the
possible exceptions of not being credible or
complete.

Regional econometric techniques.--As the name
impTies, these techniques involve statistically
estimated equations that explain changes in
units of analysis at the regional level. They




are most commonly regression models patterned
after models of the national economy. Fre-
quently, econometric models are multiple-
equation systems that describe a regional
economy's structure and they can be used to
forecast income, employment, and other indica-
tors of output or economic activity. The
primary operational difference between econo-
metric models and economic base models is the
way in which time is handled. Economic base
models use a single period reference whereas
econometric models employ time-series data
(Pleeter 1980).

Regional econometric models patterned after
national macro models emerged during the late
1960's (Richardson 1979). Most regional models
are simply miniature versions of national
forecasting models. Regional change is deter-
mined by comparison with national industrial
composition, incorporating demand elasticities
for regional exports.

Econometric approaches to multiplier estima-
tion offer potential because they can accommo-
date a vast array of factors, both local and
nonlocal. Three approaches for building ex ante
models by using econometric techniques are (1)
building upon information contained in input-
output models, (2) building upon economic base
concepts, and (3) constructing an econometric
system of the local economy (Schaffer 1979).

Two serious shortcomings, which may be
synergistic, exist with econometric techniques--
data Timitations and model specification. When
many variables &re involved over a short time
period, estimation becomes difficult due to the
loss of degrees of freedom. While both time
series and cross-sectional data exist for
national level models, similar data at regional
levels are scarce but are becoming more avail-
able. Model specification problems involve a
number of issues, from data availability and
reliability to properly applying statistical and
economic theory.

The use of econometric models to estimate
regional multipliers has the advantages of rigor
and sophistication, which can be disadvantages
for widespread, consistent implementation by
paraprofessionals. One added advantage is a
sense of accuracy that the technique imputes
with its ability to establish confidence limits
on the estimates, which economic base analysis
lacks.

Regional econometric approaches to estimating
regional impacts receive passing marks on three
of the six criteria. The approaches are
credible, complete, and consistent. However,
because of this, they are not expedient, often
not replicable, and are unmanageable by lay-
persons. Even "quick and dirty" econometric
analyses require advanced technical knowledge.

Account Systems

Various accounting systems hased on the
principle that every transaction flows in two

equal but opposite directions have been
developed for analyzing the economy (Bendavid-
Val 1983). The amount of detail may range from
rudimentary to highly complex. Input-output
analysis is an example of a highly complex
account, and economic base analysis involves a
rudimentary account system.

Isard (1975) was a pioneer in incorporating
regional account systems into an analytical
framework. The Environmental Evaluation System
(EES) developed by Battelle Labs (Bisset 1983)
is an example of a quantitative/index/account
method. It consists of a checklist of 74
environmental, social, and economic parameters
which may be affected by a project. Another
example is the Optimum Pathway Matrix Analysis
devised to help assess alternative highway
proposals by examining impacts on 56 environ-
mental, social, and economic parameters (Bisset
1983). The U.S. Army Corps of Engineers
examined 54 of these types of teechniques before
developing their own Water Resources Assessment
Methodology (WRAM) (Solomon and others 1977).
Canter (1982) reviews selected matrix and
checklist techniques.

An account system complete enough to provide
useful information to decision makers will
frequently contain enough information to develop
multiplier-type models of project impacts.
Account systems may be most useful as supple-
ments to other impact assessment techniques,
where certain impacts cannot be adequately
quantified yet are significant in the aggregate.
Such systems are neither quickly accomplished
nor easily replicable due to the nature of the
technique. They are credible since they are
generally positive rather than normative in
nature. Account systems are complete by their
nature, but may not be doable by
paraprofessionals.

Another variation on the account system is the
assessment manual, handbook, or guidebook,
produced for the assessment of particular types
of projects (Bisset 1983).

Comparative Situations

Similar projects.--The ‘"quick and dirty"
approach to estimates of change in regional
units of analysis is to use multipliers esti-
mated for a similar situation. For the estimate
to be transferrable, the two areas must have
similar labor force, residential patterns, labor
force skills, propensities to consume locally,
ratios of local income generated per dollar of
local consumption, and existing business types
(Schaffer 1979).

The direct application of borrowed multipliers
meets all but the credibility criteria, assuming
the multipliers were appropriately developed.
And, depending on how well the two regions'
economies match, justifying use of a "foreign"
multiplier may be possible. In the case of
assessing recreation and tourism impacts, where
projects and impact areas may be somewhat
homogeneous, this most serious shortcoming of
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comparative analysis may be insignificant
relative to the problems of implementing more
"sophisticated" analyses.

Expert opinion.-~A modification of using
comparative situations involves the use of
pooled expert opinion, whereby experts familiar
with similar projects and the regional economy
under study are called upon to provide estimates
of change. This is known as a Delphi study,
where a group of experts make independent
contributions through a systematic iterative
survey (Linstone and Turoff, 1975). Delphi was
specifically developed for instances where
expert opinion is the only source of information
about what might happen in the future. The
technique has been successfully employed to
predict impacts stemming from water resource
development (Hitchcock and others 1982) and
energy development (Mittleider and others 1983).
Delphi has shortcomings (Sackman 1975) yet
provides another potential “quick and dirty"
impact assessment technique.

Brainstorming.--A variant of the Delphi
panel of experts is to "brainstorm" with focus
groups involved in the day-to-day use and
operation of similar projects or potential
projects. A typical session might include
brainstorming with user group representatives.

Computer Models

An extensive literature exists on computer
models of regional economies (Leistritz and
Murdock 1981). Acronymns such as ATOM (Arizona
Trade-0ff Model), BREAM (Bureau of Reclamation
Economic Assessment Model), CLIPS (Community
Level Impact Project System), CPEIO (Colorado
Population and Employment Model), and RED (REAP
Economic-Demographic Model) are household words
to socjoeconomic impact analysts. These models
employ one or more of the multiplier development
techniques, commonty 1/0, and are usually
developed for a specific region. Three more
general, nationwide models are IMPLAN (Alward
and Palmer 1983), RIMS (Cartwright and Beemiller
1980), and RPIS (Stevens and others 1975).

Although many of the inherent problems of 1/0,
economic base analysis, and regionalized econo-
metric models wmay be present, existing computer
models of regioral” economies can provide "quick
and dirty" impact estimates, especially when
there is a model locally availabie.
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DATA SOURCES AND REQUIREMENTS

Perhaps the greatest inhibitor to accurate,
timely impact assessment is the unavailability
of data and the unreliability of much of the
data we have. This is especially true in rural
areas with sparse populations and limited eco-
nomic bases. The success we will have depends
in large part on the degree to which we can
successfully generalize from the poor data
available. Even the most sophisticated mathe-
matical models cannot make valid assessments
with inadequate data.

Data can be found in as many different forms
as there are assessment techniques. Data can be
time series or cross sectional, empirical or
experimental, primary or secondary, or some
combination of these. Practitioners need data
sets of sufficient depth and breadth to suc-
cessfully yet expediently implement the selected
assessment technique to provide decision makers
with information. Expediency implies the use of
secondary data--data collected and assembled by
someone else~--because primary data collection is
costly both in time and money.

CONCLUSIONS AND RECOMMENDATIONS

No single assessment technique can be recom-
mended as optimal for implementation across
agencies, across time, and across space. An
overall method of assessment should incorporate
the tools necessary to get the job done and get
it done in light of the criteria presented at
the outset. Unavoidable tradeoffs exist
between several of the criteria. Those trade-
offs should be identified by the analyst, with
decisions made by those responsible for
defending the outcome,

The impact assessment techniques discussed are
as capricious and credible as the practitioner
allows. A Ouija board, for example, fills the
bill except for replication and credibility.
Pfister (1976) allows that a cynic is justified
in considering multipliers to be random numbers
between one and five. 0Only through the careful
design of assessment methods, careful selection
of assessment techniques, and, most important,
careful use of data bases, can we instill
confidence and rigor in our analyses.
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Measuring Supply-Side Economic Impacts

on Tourism/Recreation Industries

Wilbur R. Makil

INTRODUCTION

Supply-side economic impacts pertain to changes
in sales, work force, and earnings of the providers
of tourism/recreation (T/R) services, equipment,
and facilities. Included among these providers are
the manufacturers of recreational equipment,
recreation vehicles, boats, and second homes.

Changes in the needs of tourists, and
recreationists contribute to period-to-period
changes in the number and type of sales among
providers of recreation equipment and facilities.
The central purpose of this paper is to address the
measurement of these period-to-period changes and
the corresponding changes in T/R activities.

Study Objectives and Tasks

This paper addresses (1) the delineation of T/R
activities and providers, (2) the identification of
appropriate indicators for measuring economic
impact, (3) the preparation of alternate analytical
frameworks for assessing national, regional, and
local implications of supply-side economic impacts
of T/R activities, and (4) the specification of the
essential attributes of a public information system
for servicing the decision information needs of
recreation resource managers.

The objectives relate to the implementation of
corresponding tasks: TFirst, a literature search on
the measurement of T/R activities and their effects
on the economic condition of individual communities
and industries. Much of this search was completed
in a related study on targeting public and private
investment in T/R facilities in northeast Minnesota
(Blank and others 1982). The additional literature
review in this study is focused on the supply-side
effects of T/R facility development by public
agencies, such as the U.S. Corps of Engineers or
the USDA Forest Service.

The second task is the review of alternate
economic indicators for measuring personal
participation in various social and economic
activities (Fox 1983). The two variables of
critical importance in economic measurement are
time and money. The quality and intensity of
sersonal participation in activities such as
boating, swimming, and hiking are measured by the
amount of time and money allotted to each activity.
These two variables, in turn, may serve as bases
for public and private investment in
activity-specific T/R facilities.

1 Professor of Resource Fconomics, Department of
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Minnesota, St. Paul, MN 55108,
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The third task is to review and select one or
more alternate analytical frameworks for assessing
the extent and importance of supply-side changes
which are directly or indirectly associated with
changes in area-specific T/R activities. The
criteria of timeliness, accessibility, and cost, as
well as analytical adequacy, are relevant to the
selection. So-called quick~and-dirty methods are
considered, along with complex and sophisticated
computer simulation models of a regional economy in
which recreation facility developments and their
economic impacts are the focus of study.

The fourth task is to review management
information systems which may have a bearing on the
construction of a comparable system for recreation
resource management. Existing information systems,
like IMPLAN, will be examined as potentially
integral parts of a locally accessible data base or
information system for investment targeting and
economic impact assessments (Alward and Palmer
1983).

Plan of Approach

The four tasks and their anticipated
contributions are discussed in terms of analytical
framework and T/R expenditures., The analytical
framework, as described above, is the central
purpose of this study. The T/R facilities refer to
the measurement of activities and their related
requirements; T/R expenditures refer to both user
and provider expenditures associated with these
activities. The number and type of activities
supported——or made possible-—are related to the
availability of individual facilities. This
availability is viewed as a necessary though not a
sufficient condition for T/R activities: The
scenic, cultural, and environmental attractions
associated with a particular market area are
essential requirements of a viable recreation focal
area.

T/R expenditures are related not only to the
construction and maintenance of facilities but also
to the participation of both visitors and residents
in the activities available. Participation
expenditures, however, are usually intentionally
specified in terms of total persoual income and
total time spent in away-from-home settings as a
visitor participating in activities that differ
from those engaged in by the local residents who
are not in the role of recreationists (Wicker
1979).

ANALYTICAL FRAMEWORK

The analytical framework for assessing
supply-side economic impacts on T/R industries
addresses several questions posed by developers of
the associated facilities. These questions deal
with the economic value of particular facilities as
represented by alternate measures of personal
participation and business profitability. These
questions have a decision focus: they pertain to
specific information needs for economically-sound
public and private facility development
(Carrathurs and Maki 1971).



Decision focus

The magnitude and incidence of economic impact
arises in virtually every instance of public
facility construction, particularly when the
facility provides for large increases in traffic.
For some local residents, the expected traffic
growth means greater sales and income; for others,
it translates into increases in noise, congestion,
and reduced property values. Indeed, much, if not
most, public facility development largely affects
the incidence rather than the overall magnitude of
regional or national economic activity.

Public facility development refers to the
construction, maintenance, and operation of dams,
docks, parks, campsites, trails, and other
recreation-related facilities by Federal, State, or
local government agencies. For study purposes,
this development occurs within a recreation focal
area like Lake Superior's North Shore in northeast
Minnesota-—a narrow, coastal zone extending from
near Duluth northeastward to Grand Portage. Duluth
is distinguished as a separate recreation focal
area because of its primarily urban, rather than
rural, orientation (Blank 1982).

An economically sound proposal for targeting
public investment in T/R facilities in a particular
area requires information on resident and
nonresident participation in various recreation
activities. Each activity depends upon the
available facilities in a given focal area, and the
degree of participation depends upon the capacity
of the facilities. These capacities are measured
by full-time equivalent participant days of
facility use. Actual use is, of course, less
intensive, and practical capacities are inherently
lower than full-time equivalent capacities.

Indeed, the efficient management of facility use
depends on the timely application of various
incentives and penalties to shift participation
from peak to off-peak periods of the day, week, or
season. Thus, optimal development requires
accurate information on use patterns and strategies
for increasing long-term facility use by shifting
day-to-day participation from peak to off-peak
periods.

An accurate measurement of economic impacts
depends on a model of interindustry and interarea
transactions. For a small, sparsely populated area
with few internal transactions, but many external
linkages, a minimally adequate economic model can
be extremely rudimentary in its representation of
(a) the basic, export-producing sectors and (b) the
nonbasic, residentiary sectors. For a large,
densely populated area with much interindustry
connection and few, but critically important,
interarea transactions, a minimally adequate
economic model must provide a highly differentiated
representation of all sectors—-both export
producing and residentiary including final demand
sectors.

For either type of area, the measurement of
economic impact is burdened by its twofold task of
accounting for supply-side changes in both overall
magnitude and spatial-economic incidence. Although
much economic analysis focuses on supply-side
effects as measured by changes in net value added,

political decisions are importantly influenced by
the distribution of gross changes in value added by
all economic activity.

A critical economic question is the importance
of redistributive gains and losses. Even though
felt needs and financial resources of individuals
of varying socio-economic status are likely to
differ--differences that are extremely difficult,
if not impossible, to measure——the role of economic
analysis must include so-called opportunity costs
of public facility development. Critically
important, therefore, in supply-side impact
analyses are the values assigned to benefits and
costs of facility development for various
socio—economic groups in (a) the local community,
(b) the development region, and (c) the nation.

Very little economic research on T/R industry
has dealt specifically with the socioeconomic
status of the beneficiaries of public facility
development as compared with the tax-paying
population. Yet, both the beneficiaries and the
general tax—paying population resort to the use of
economic statistics to support their respective
viewpoints. A sound economic analysis should
relate to the economic interests of both the
gainers and the losers in regional resource
development.

Economic Models

The alternate economic models presented here
focus on the relation of changes in T/R facility
development to changes in T/R industries. Hence,
each economic model differentiates producing
sectors, by type of industry, and consuming
sectors, by type of household Each model also
differentiates industries and households by
geographic location,.

The principal components of a regional economic
model for assessing the industry impacts are
illustrated by a recently developed computer
simulation model of northeast Minnesota (Maki
1982). Earlier versions of this model were used in
studies of copper-nickel, taconite, and peatland
development in northeast Minnesota. This current
model has specially constructed T/R, government,
and household modules for measuring supply-side
effects of facility development. These modules
were constructed for the purpose of addressing one
or more aspects of the topics listed in figure 1.

The core module in the model links changes in
focal area to corresponding industry changes in the
multi-county impact area. Demand-side changes in
the multi-state T/R market areas are iantroduced via
the market and the T/R modules.

The minimal economic framework for supply-side
impact assessments presented here includes the
specification and estimation of (1) recreation
demand multipliers, (2) total expenditures per
recreation visitor day, (3) total recreation
visitor days, and (4) total economic impact. The
minimal capability is extended for increasingly
differentiated and comprehensive impact
assessments.,

The specification and estimation of recreation
demand multipliers is included in the economic
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model presented earlier (Blank and others, 1982).
These multipliers range from the highly aggregated
ratios in the economic base version to the highly
differentiated, industry-specific ratios in the
interindustry transactions tables. Because of
relative ease of compiling highly disaggregated
interindustry transactions tables for small areas,
shortcut methods for computing the aggregate ratios
are hardly worth the loss of information on
industry-specific direct and indirect effects.

Supply-side development effects in T/R
industries are computed with the help of the
recreation demand multipliers, once the
recreation-related spending is linked to individual
input-supplying industries in the economic impact
region and the rest of the Nation. Several steps
are involved, however, in linking recreation-
related business, government, and household
spending to local industries, beginning with public
spending on facilities. Data requirements for
implementing this task are illustrated by the
distribution of activities and facilities. The
relative importance of a activity is represented by
the number of recreation occasions, that is, the
total person-days of participation in each activity
class (Minn. Dep. Nat. Resour. 1979).

All T/R occasions are summarized under 10
activity classes, which relate, in turn, to
corresponding facility classes. Construction,
operating, and maintenance expenditures are also
summarized for each facility class and allocated to
specific activities according to activity
participation and utilization of each type of
facility.

Another critical step in deriving recreation
demand multipliers is estimation of
recreation-related spending in each activity class.
A summary of spending for personal consumption in
the North Shore area illustrates the results of
this step of the estimation procedures (table 1).
Personal expenditure profiles for each activity
class were derived from a 1981 North Shore visitor
survey.

A third step in data preparation is the
estimation of specific industry output requirements
in each personal expenditures category (table 2).
Each personal expenditure item includes one or more
industry output, including various marketing
margins. TIndustry output is represented in
producers’' prices; personal spending is represented
in purchasers' prices.

Supply-side effects on changes in regional
industries as related to local, individual
recreation activities are shown in table 3.

Economy wide effects are attributed to the industry
nitput requirements of the recreation-related
pa2rsonal consumption expenditures summarized
warlier,

The series of three tables and the
facility-activity relationships cited earlier
provide much of the essential data for deriving
North Shore recreation demand multipliers. One
approach is to use the data in conjunction with the
multipliers derived from the northeast Minnesota
interindustry tables to show changes in
industry-specific output, incomes, and employment
levels associated with given changes in T/R
activity participation by (a) residents and (b)
nonresidents. 1In this exercise, the
facility-activity relationships would link new
facility development to greater activity
participation, which would result in expenditure
increases in each final demand sector, including
increases in:

l. Recreation-related personal expenditures of
residents,

2. Recreation-related personal expenditures of
nonresidents,

3. Private gross capital formation in
recreation-related businesses;

4. Recreation facility development expenditures
of government agencies, and

5. Recreation-related operating and maintenance
expenditures of government agencies.

An alternative approach is based on the use of a
new T/R module in the existing northeast Minnesota
computer simulation model. 1In this exercise, new
facility development begins with its construction
activity, which is manifested in an initial round
of public or private spending and subsequent rounds
of indirect and induced spending triggered by the
direct spending. Recreation-related operating and
maintenance expenditures, along with the related
personal spending, are introduced later, which also
trigger repeated rounds of indirect and induced
spending. Industry-specific effects, including
supplying industries in the region (and, indeed,
the nation too) are presented in computer
simulation results.

TOURISM/RECREATION FACILITIES

The private sector accounts for much of the T/R
facility development in northeast Minnesota. It
provides the essential financial and personnel
resources for new investment in the region's T/R
economy. The public sector, as principal landowner
and provider of water and wilderness access, serves
in a supportive role. The decision focus in
facility development is on new investment. In
addition, some decisions deal with replacement or
abandonment of existing facilities.

\n activity classification system for Ffacllity
plantning is given in tahle 4. The individual
elemerts in the 10 activity classes (table 1) are
listed according to their facility requirements.
Some activities, for example, canoeing, may require
more than one facility. 1In most cases, however, a
single activity is associated with a single
facility,
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Model Estimation

The facility component of the regional economic
model is fitted to facility survey data compiled
for a comprehensive outdoor recreation plan (Minn.
Dept. Nat. Res. 1979). These data are summarized
for nine facility classes, which correspond to the
activity classes. The number of facility units in
each facility class in northeast Minnesota were
reported for 1978, as follows:

Facility Number

Trail 8,690 40-acre parcels

Water access 1,322 water access
facilities

Wildlife management 931 40-acre parcels
Streets and highways 16,710

Resort 4,762 units, including
4,622 rental

Park 10,023 units, including
6,718 campsites

Urban 500 units, including ice

skating rinks, baseball
fields, and theaters

Thus, by a simple count, public facilities far
outnumber private facilities. Total private sector
revenues, of course, far exceed total public
service revenues.

The 1978 facility survey also shows the
distribution of recreation occasions among the nine
facilities, as follows:

Resident Nonresident

Facility
(million)

Trail 8.5 1.6
Water access
Water activity 4.1
Licensed activity 3.3
Wildlife management (licensed) 0.4
Streets/highways 0.7
Resort 1.3
Park 1.3
Urban 2.4
Complementary
Educational 0.3
Personal 0.3
Lodging (enroute) 0.0

Total 22.6 18.8

Because several recreation occasions are typically
reported for each day of activity participation,
the total number of occasions is much larger than
the total number of person-activity days.
Residents accounted for a larger share of the total
number of recreation occasions than did
non-residents, although licensed (e.g., fishing,
hunting), park, educational, and personal
activities were more popular with non-residents
than residents. Clearly, the current procedures
and definitions for reporting T/R activity
participation lack the rigor and precision for
useful quantitative analysis and comparison.

The next steps in model implementation involve
the compilation of expenditures for maintenance and
development of facilities and the preparation of
their cost and use functions. Completion of these
steps is likely to be delayed by the lack of
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appropriate economic accounts for sorting
expenditures and revenue into functional
categories, e.g., the activity and facility classes
listed in table 4. Similarly, detailed data on
private sector are lacking and facility operating
and replacement costs for the additional surveys
are needed. Private sector facility requirements
are incorporated in the existing investment module
of the regional economic model. Facility
requirements of recreation-related activities in
the private sector are not differential from other
facility requirements. This differentiation
occurs, however, in the private capital formation
account.

Data Organization

The organization of a decision-focused data base
for recreation resource management is prescribed by
the arrangement of data elements in the regional
economic model and, particularly, the T/R module.
Two sets of data are used, namely, the base-year
facility and user surveys and the annual,
quarterly, and monthly time series for updating the
base-year surveys.

Local and regional base—year surveys complement
existing data series in the estimation of variables
and parameters specified in the economic model and
its auxiliary modules. The survey forms are
precoded and ready for entry into microcomputer
data files. Respondents represent varying
proportions of selected populations of households,
local governments, and recreation-related
businesses.

The occasional surveys are an essential input in
timely and effective private and public facility
planning. 1In the context of the study framework,
these surveys help monitor the status of existing
facilities and their contribution to the growth and
development of the region's T/R industry. Facility
and site development is, in short, product
development—~the “product” being the T/R
experience.

Formulation of product development strategies in
the industry is essentially a public-private
partnership in northeast Minnesota. It is part of
Minnesota's market development strategy for
promoting its T/R activities, particularly in
northeast Minnesota. It is also ome of the two
critical variables (the other being distance from
market to focal area) in accounting for northeast
Minnesota's share of the market in the rest of
Minnesota and in other states.

TOURISM/RECREATION EXPENDITURES

Expenditures are included in 14 of the 107
personal consumption expenditure categories in the
National Income and Product Accounts. (See tables 1
and 2). Private investment categories also conform
with corresponding NIPA classifications of new
construction and producer durable equipment. In
addition, recreation-related private capital
expenditures are differentiated from other private
capital investment.
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Table 4.-—-Tourism/recreation activities and related
facilities northeast Minnesota, 1984, by activity

class
Activity Facility
TRAIL
Bicycling Bicycle trails
Hiking Hiking trails
Backpacking Backpacking trails
Horseback riding Horseback trails &
stables
Cross—-country skiing Cross—country trails
Snowmobiling Snowmobile trails
Sledding & tubing Open space
Four wheeling Four-wheel drive
WATER
Canoeing Canoe portage
Water Access
Minor docking facility
Swimming Bathing beaches

Sail, motor boat/water
ski

Swimming pools
Boat dock, launching,
mooring

LICENSED

Ice fishing
Fishing
Hunting

Fishing, rental, bait
Fishing, rental, bait
Wildlife areas

DRIVING

For pleasure

Downhill skiing

Golf

Tennis

Archery, shooting range
Lodging

Camping/wilderness
Camping/developed
Picnicking
Cooking

Ice skating

Baseball/softball/foot
ball

Movies

Live entertainment

Dining for pleasure

Shopping

Streets, roads,
waysides

RESORT

Downhill ski areas
Golf courses
Tennis courts
Archery ranges
Resorts

PARK

Campgrounds, wilderness
Campgrounds, developed
Picnic grounds
Complementary

URBAN

Ice-skating rinks

Baseball, football
fields

Motion picture theaters

Other entertainment

Dining rooms

Retail trade

EDUCATIONAL

Visit historical sites

Visit interpretive centers

Industry tours

Museums, gardens, zoos,
historical sites

Learning resource
centers

Industry centers

PERSONAL
Nature study Complementary
Sun bathing Complementary

Reading
Jogging

Picture taking

Complementary bookstore

Complementary sports
stores

Complementary photo
services

ENROUTE

Lodging
Driving

Hotel, other lodging
State, federal
highways

Model Estimation

Changes in expenditures in the study region are
entered in the regional economic model as
corresponding changes in final purchases.

Extensive use of matrix methods helps translate
market development scenarios into facility
operation, maintenance and development outlays, and
finally, into corresponding changes in activity
participation and related expenditures. Thus, the
direct, indirect, and induced expansion in total
economic activity associated with the initial
relaxation of T/R facility constraints results in
corresponding increases in business and household
earnings and state and local government revenues.

Effective use of matrix methods begins with the
preparation of working tables, which are described
as follows:

1. Total developmental and maintenance
expenditures (in current and constant
dollars) for specified facilities,
including initial construction and annual
operating expenditures, by year;

2. Total annual and average daily, weekly, and
seasonal resident and nonresident
participation (in hours) in specified
activities, by year;

3. Capacity and expected daily, weekly, and
seasonal activity utilization rates for
specified facilities, by activity and year;

4. Total annual and average daily, weekly, and
seasonal recreation-related expenditures
(in current and constant dollars) of
residents and nonresidents in specified
activities, by type of expenditure and year;

5. Total private recreation-related capital
expenditures in specified industry, by type
of expenditure aund year;

6. Total federal, state, and local government
current and capital expenditures for
specified industry output, by level of
government, type of expenditure, and year;
and

7. Total requirements of specified industry
output, by economic unit, type of
expenditure, and year.

Thus, recreation-related spending for each final
demand sector--household, business, and
government——is estimated and its distribution by
type of facility, activity, and industry is
derived.

Activity participation and facility utilization
budgets are prepared from the statistical series.
The budgets show the proportion of total personal
time and money spent in each activity and total
husiness and government spending for each type of
facility. From these budgets, the spending
coefficients are derived for use in the matrix
transformations of recreation-related facility
~xpenditures into corresponding industry output,
employment, and earnings effects.

Thus, the use of matrix methods in relating
recreation-related expenditures to changes in
regional and national input-supplying industries
circumvents the need to redefine industry
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structure. General purpose interindustry
transactions tables are as effectively and
economically used in T/R industry studies as very
costly special-purpose interindustry transactions
tables. The special-purpose tables require
careful, but still an arbitrary, differentiation of
a T/R industry clusters in each region.

In summary, the matrix methods approach in model
estimation is implemented in a final series of
steps, as follows:

l. Prepare vector of T/R public facility

development expenditures [FG];

2. Prepare activity-facility [AFG] matrix of
technical coefficients showing distribution
of public facility development expenditures
(based on activity use) by activity; post-
multiply matrix by vector to obtain a new
vector [AG] of public facility development
expenditures, by activity;

3. Prepare additional activity expenditure
vectors for public facility operation [AO],
private facility development [AB],
nonresident personal spending [AN], and
resident recreation-related personal
spending [AR];

4. Prepare expenditure-activity matrices of
technical coefficients showing distribution
of specified activity-related expenditure,
by type of public capital goods expenditure
[ECG], private capital goods expenditure
[ECB] public operating expenditure [EOG],
nonresident personal expenditure [EPN], and
resident, recreation-related personal
expenditure {EPR]; post-multiply matrix by
corresponding vector in Step 3 to obtain new
vectors [EG}, [EB], [EO], [EN], and [ER],
respectively;

5. Prepare industry-expenditure matrices of
technical coefficients showing distribution
of specified type of expenditure, by
industry, for public capital goods [ICG],
private capital goods [ICB], public
operating expenditures [IOG], nonresident
personal expenditure [IPN], and resident,
recreation-related personal expenditure
[IPR]; post-multiply by new vectors [1G],
[1B], [10], [IN], and [IR], respectively;

6. Prepare tables of industry-specific effects
on output, employment, and earnings by pre-
multiplying industry vectors in Step 5 with
appropriate Type I or Type II multipliers;

7. Alternatively, use northeast Minnesota
computer simulation model to obtain industry
effects from specified T/R industry
expenditures,

Data Organization

Organization of expenditure data is prescribed
by (1) the data requirements of the economic model
(s), and (2) the matrix method of implementing

~
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either the regional input-output approach or the
regional computer simulation approach in economic
impact assessment. Again, the overall structure of
the study presented in figure 1 provides the
conceptual framework for expenditure data
organization,

The final demand sectors drive both the
input-output and the computer simulation models.
The exogenous demand is represented by the
nonresident personal spending in the region. The
endogeneous demands are represented by the
resident, recreation-related, private capital, and
government capital and operating expenditures while
the total T/R demand is the sum of the exogenous
and endogeneous demands. It is, in part, affected
by the direct, indirect, and induced effects of its
total demand, which are appropriately viewed as
"feedback” effects. The computer simulation
approach, as well as the Type II multipliers,
include the induced effects of personal spending
and incorporate their feedback effect in the final
results.

Thus, the task of preparing expenditures
matrices for use in the two economic models focuses
on the multi-state T/R market and northeast
Minnesota's share of each state and substate
market. Each regional market, composed of
individual states and the rest of Minnesota, is
represented by its total recreation~related
personal spending. The total spending is a
function of total population per capita disposable
income, and other variables. The distribution of
total spending among recreation focal areas is a
function of distance to each area and the perceived
quality of each area's facilities (Sutherland
1982). State-sponsored tourism advertising and
promotional campaigns are intended to enhance a
local area's image as a provider of unique and
fulfilling recreation experiences. Without a
quality product, however, the market development
programs would fall short of promises.

The overall analytical framework integrates the
evaluation of market and product strategies as a
decision aid in both market promotion and facility
development programs. Coordination of market
development and facility development strategies is
achieved already through trial and error efforts.
As market promotion outpaces facility development,
disappointed customers register their
dissatisfaction by turning to competing recreation
areas. When facility development outpaces market
demand, the excess facilities burden both private
business and public agencies with high unit costs.
The northeast Minnesota study plan focuses on the
use of accurate and timely economic information in
exploring alternative approaches to recreation
resource and market planning and demonstrates their
implications for specific industries and sectors in
the regional economy.
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Data Considerations in Assessing Economic

Impacts of Recreation and Tourism

Timothy J. Tyrrell1

The purpose of this paper is to summarize a few
of the practical data considcrations for esti-
mation of final demand (in the sense of input-
output) within the framework of some cconomctric
ideas: the truec model, unbiascdness, and minimum
variance; and somc sampling survey ideas: random-
ness, sample size, and nonrcsponse.

The paper begins with a description of recre—
ation and tourism as an cxample of the houschold
production model in which the houschold purchascs
a varicty of goods and scrvices (food, lodging,
transportation, entertainment, ctc.) which are
used as inmputs in the production of the commodity
that provides ultimate satisfaction (recrcation
or tourism).

Traditional approaches to measuring final de-
mand and sccondary cconomic impacts of recrecation
and tourism use simple model structures. Most of
these models can be identified either as demand
related or supply related. Both types are charac-
terized by a multiplicative form where average
numbers of tourists or firms arc multiplied by
average cxpenditures or roceipts, respectively.
Because these models are oversimplified, they can
casily create errors in estimating final demand.

The major scction of the paper cxamincs the
problems with cstimating final demand by using
traditional models and data sources. This ox-
amination follows a modified outlinec of sources
of errors in statistical survey work and includes
numerical examples of the problems of adequate
sample size and aggregation bias. The final
scction draws conclusions and offers some sug-—
gestions for rescarchers in the ficld.

RECREATION AND TOURISM AS COMMODITIES

1f we wanted to mecasurc the cconomic impact of
the steel industry on a local community, it would
probably be neccssary to visit only one or a few
sites (the mill or mills) to collect the data on
total sales, wages, cmployment, and local tax
revenue. If we wanted to measurce the impact of
the dairy industry on a recgilon, we would probably
need to visit a few more sites, but sales and
socondary impact measurcs still could be rela-
tively casily computcd as the sum over individual
firms. Another cstimation approach might be to
use the product of average local consumption and
the number of residents, and then add the reccipts
from exports out of the region. In cach case the
single product that defincs the industry is homo-
gencous and the use to which consumcrs put it 1s
relatively well understood.

lassociate Professor, Department of Resource
Economics, University of Rhode Island, Kingston,
RI 023881.
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The industry rcferred to by the name '"recre-
ation and tourism'" does not produce a single
product or cven a set of homogencous products.
Furthermore, the goods and services produced are
used in a wide variety of ways in the production
of recreation and tourism by houscholds. The
wide range of tastes and of tochnologies for
recrecation and tourism across houscholds creates
difficulties in estimating aggregate sales and
impacts of thc industry when using simple models.
Many firms are involved in the industry but they
may not produce goods exclusively for recre-
ationists and tourists. The behavior of con-
sumers cannot be characterized ecasily by their
average consumption and, therefore, they are
usually scparated into a number of tourist cate-
gorics (e.g., day tripper, overnight hotel visi-
tor, camper, ctc.). Conscquently the rescarch
approaches taken for measuring sales and sec-
ondary cconomic impacts of the recrecation and
tourism industry nced to be different from those
taken for single good industriecs.

MODELS OF RECREATION AND TOURISM IMPLICIT IN
TRADITIONAL STUDIES

The calculation of final demand in recrecation
and tourism cconomic impact studies traditionally
takes one or both of two approaches: demand
related (expenditurcs by consumers) or supply
related (receipts by firms in the industry). The
two approachcs should give identical results. In
practice, one approach may give a cross—check on
the accuracy of the other or fill a gap in the
data available for the other.

The demand related approach is to identify
rclatively homogencous consumer groups (day trip-
pers, campers, overnight hotel guests, ctc.),
cstimate the number of consumers in cach group
(by attendance or registration reocords, if pos-—
sible), and cstimate average cxpenditures by
members of cach group (usually from survey data).
Total expenditures on recreation and tourism are
derived by multiplying the number of consumers by
average cxpenditures and summing over groups:

) C o )
Final demand = OMSUMET (N5, of consumers in
groups )¢ xoend i
5 group;)(avg. cxpendi
. tures;)
1i=1

The supply-related approach to calculating

final demand is to identify relatively homogencous
industry groups that scrve rocrcationists and
tourists, count the number of firms in cach group,
and cstimatc average sales to recrcationists and
tourists by firms in cach group. By multiplying
numbers of firms by average sales and summing

over groups, wc got another estimate of total
sales by the recrcation and tourism industry:

Industry
Final demand = grYoups (No. of firms in group;)X
X (avg. sales to tourists;)
i=1

Each approach produces a multiplicative model
where the multiplicands arc parameters that must
be ecstimated from available data. Thercfore the
cerrors in cstimation of cach multiplicand as well
as the product form of the model lcad to errors
in the ostimation of final demand.



It is casy to extend the ideas of multi-
plicative nodels and estimated nultiplicands to
the cal culation of secondary inpacts. The usc of
i nput-output or multiplier techniques also in-
volve products of cstimatcd paraneters. A commpn
example is the use of an average wage-to-salts
ratio to estimate wage inmpacts from final denand.

TYPES AND SOURCES OF ERRORS

When a sanple of data is used to generate an
estimate of a paranmeter of the underlying popu-
lation thereas usually a sanpling crror. In the
casc where final demand by tourists is the popu-
lation parameter, a comon estimate is the product
of the estimated nunber of tourists and their
estimated average expenditures. The sanpling
error varies from sample to sanple and, as the
sanpl e size increases and approaches the popu-
lation size, the sanpling crror disappears.
Therefore it is convenient to discuss an esti-
mator's average behavior over many small sanpl es.
The two nost common smal| sanple properties arc
the bias and the variance of an cstimator. The
bias is the difference between the true parameter
of a popul ation (say, final demand) and the aver-

age value taken by the estimator over many sanples.

The variance is a measure of the sprcad of the
val ues taken by the estimator around its own
average in different sanples. These properties
arc related to the sanpling error through the
average of its squarc. That is, the mecan squared
sanpling error equals the sumof the variance and
squared bias of the estimator. It is convenient
to look at the bias and variance scparately since
an estimtor may be unbiased with a large vari-
ance or biased with a small variance. To judge
overall accuracy, the mean squarcd error cCri-
terion (if it can bo calculated) is superior to
either bias or variance criteria alone.

Errors Due to the Model

The errors made in estimating final demand by
tourists arc fromtwo general sources: the nul -
tiplicative model, which relates the sanple data
to the popul ation paramecter, and the samplce data
usad in estinmation. The accuracy of a model
which is the product of scveral estimated val ues
depends on the properties of the individual ecsti-
mates as well as the independence of the nulti-
plicands. For cxample, when final demand is
calculated as the product of the estimated nunber
of tourists and the estimated expenditures by the
average tourist, the bias and variance of cach
estimate is compounded in the final demand esti-
mate. Both the bias and variance of their prod-
uct depend on the indcpcndcnce of the nunber of
tourists and the level of their expenditures. |f
the estimates of the number of tourists and their
average expenditures arc unbiased and the two
vari abl es they represent arc indcpcndent, ther
their product wll be unbiased. O herwi sc, the
cstimatc of total tourist cxpcnditures will be
bi ased. For exanple, if wecekend tourists spend
less per day than weekday tourists and the former
outnumber the latter, the two variables arc not
independent and the estimate of final demand
based on thec product of means from random samplcs
wi ||l be biased downward.

The variance of the final demand cstimatc i s
more conplicated; it is not merely the product of
the variances. An unbiased cstimatc of the vari-
ance of a product of indecpendent random vari abl es
is given by the sum of three terms: the variance
of the first variable weighted by the squared
sample mean of the second, the variance of the
second variabl e wei ghted by the squared sanple
mean of the first, and the negative of the prod-
uct of the two variances (Goodman 1960). When
random variables are not indcpcndcent, the vari-
ancc of their product beccomes even nore conpl ex.

The same properties are true for nultiplicative
suppl y-rel ated nodel s where, for exanpl e, average
receipts arc multiplied by the average nunber of
firms. When nodel s conprise products of threce or
more cstimatcs, the compoundi ng of errors con-
tinues.

To illustrate the bias caused by the multi-
plicative model, consider the case of an inpact
study of tourismin Wstcrly, Rhode Island (Tyrrell
and others 1982a). In this study a prelimnary
nodel was uscd to estimate the wages paid to
local residents by the 35 hotels in the town.
Estinated seasonal hotel capacity was nultiplied
by an estimated occupancy rate to arrive at total
occupant days. The latter was multiplied by
estimated sal es per occupant to arrive at total
sal es. This was nultiplied by an estimted wage/
sales ratio to arrive at total wages. Finally
this was nultiplied by the proportion of wages
paid only to Wstcrly residents by the hotel
i ndustry. By the conclusion of the study, all
hotels had been surveyed and the final inpact and
cach of the intermediate figures were known.
These data permitted us to compare the cal cu-
lations of the prelimnary nultiplicative nodel
by using very precise nmultiplicands (assunmed to
be unbiased with zero variance) to the cxact
intermediate and final values. The only crrors
that woul d be generated by this process woul d be
those due to dependence anobng variables. Thus
the bias caused by the form of the model could be
cxamined independently of that caused by the
dat a. It turned out that the 35 hotels of Wstecrly
did not constitute a very honpbgeneous group and
that a significant amount of bias was introduced
because w had assumed that the variables were
i ndcpcndent .

The results shown in table 1 reveal that the
first two products werc both biased downward; the
conputed value for occupant days was 7.2 pcrccnt
below actual and the hotel sales cstinmatc was
31.6 pcrcent bel ow actual . This was caused by a
positive correl ation between variables: larger
hotels had higher occupancy rates and higher room
rates (sales per occupant day). The accunul at ed
cstimate was 36.5 percent bel ow actual fromthe
two cal cul ations. The third and fourth products
were both biased upward: the incrcnental bias in
total wages was +4.8 percent and the incrcnetntal
bias in Westerly wages was +9.0 percent. The
larger hotels had lower wage/sales ratios and
lower Westerly/total wage ratios.  The accu-
mul at ed bias dropped to -33.5 pcrcent by the
third product and to -27.5 pcrcent by the fourth
product . This result illustrates the scriousncss
of the problem with the multiplicative model.

41



Table |.--Bias in a modcl of local wages paid by the Westerly Hotel
i ndustry, Rhode Island
Accunul ated Incremental Accumulated
Conput ati on Act ual cstimate % bi as % bi as
Hotel capacity 202, 758 - - --
x Qccupancy rate 0.7743 - -- --
= Cccupant days 169, 206 156, 996 -7.2 -7.2
x Sal es per
occupant day $21.01 - - --
= Sales $5,195,806. $3,298,476. -31.6 -36.5
x Wages/sales 0. 0809 - - -
= Total wages $401, 064 $266,847 +4.8 -33.5
x Westerly wages/
total wages 0. 9386 - - --
= Westerly wages $345, 424 $250, 462 +9.0 -27.5

Even precisc cstimates of the nultiplicands did
not overcome the bias caused by the form of the
model which, in this case, was an underestinmate
of wage inpacts of morec than 25 percent. If it
was desirable to use the multiplicative model one
woul d need to disaggregate the data into homog-
cncous groups for which the variables may be lecss
dcpendent .

Errors Due to the Data and Their Usc

The sources of crror in estimating final demand
related to the use and collection of data can be
classified as follows:

Errors due to the node

Errors duc to the data and their usc

Sanpling errors
Nonsanpl i ng crrors

Survey design
I nsufficient frame
Bias in samplec sclection
Inadcquate sample size

Survey execution
Nonobscrvation bias
Mecasurement errors

Data anal ysis
Processing errors
Improper statistical methods
Faulty interpretations

The first category refers to the nultiplicative
nodel dcscribed previously. In the sccond cate-
gory, little can be said about sanpling errors
cxcept that if it were possible to interview
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every tourist and obtain accurate, relevant in-
formation from cach, then results would have no
error. Unfortunately, cost and feasibility usu-
ally limt surveys to small sanples, and sanpling
errors will necessarily exist unless entire pop-
ul ations arc surveyed

Nonsanpling errors, on the other hand, can be
controlled and minimzed to a considerable degree.
The cight major sources of these errors result
from the design and execution of the survey, and
the analysis of the data. Sanpling nethodol ogy
and recommended strategies for overcoming the
ei ght types of problems arc thoroughly di scussed
clsewhere (Cochran 1977). However, it scems
appropriate to conmment on these nonsanpling er-
rors asthey relate to some of the unique fea-
tures of recrecation and tourism surveys.

Insufficient frame.--It is obviously inportant
to identify the population of rccreationists
tourists, or firms in the industry, but a list or
arca description of the population is frequently
inadequate. It is not a trivial matter, however,
to design a sufficient frane. It is usually
impossible to list tourist popul ations because of
their size. Access to the popul ation of tour-
ists, for cxample, may be limited to times when
they arc participating in recreation or tourism
activities. Since records of all individua
participants usually arc not kept, counting the
sanme individual morc than once during a scason is
unavoidable. Thus, attendance records cannot be
translated directly into a frame. In addition,
it is not advisable to trcat an individual counted
twice as two different individuals. Different
behavior and expenditures may be associated with
repeat visitors and one-time visitors

Bias in sample sclection.--Error occurs if the
sample is chosen from the frame in such a way




that the population is misrepresented. Simple
random sanpling or stratified random sanpling may
bc sufficient to prevent biased sample selection
but it is often difficult to ensure randomness
across a scason of visitors due to the expense of
interviewing. Rewei ghting observations on the
basi s of known popul ati on characteristics froma
sccond source can reduce sonme of this bias.

Inadequate sample size.--Often the desired
precision of the estimates cannot be obtained
from the number of observations in the sanple.
Increasing the size of a sanple is one of the
nost commonly discussed methods of reducing eor-
rors when designing or conducting a survey. This
i s because the standard deviation of the mean of
the sample has a simple inversc relationship to
the squarc root of the sanple size. Thi s means
that the cost of sanpling is the only reason not
to reduce errors in this way. It should be cau-
tioncd, however, that npst biases cannot be over-
come by increasing sanpl e sizes.

To illustrate the relationship between sample
size and the precision of an estimate, sclected
results fromfour tourist surveys conducted in
Rhode Island over the past 2 years arc given in
table 2. Each survey had a slightly different
purpose and was conducted in a slightly different
manncr. Al of the survey instruments included a
question asking for per capita daily food ecxpend-
itures during a leisure trip or a vacation. The
surveys were of southern Rhode |sland beach users
(Tyrrell and others 1982b), Westerly, Rhode Island's
hotel guests (Tyrrell and others 1982a), Newport
International Sail boat Show (NISS) patrons and
the Newport Yachting Center's boat manufacturers'
rendezvous events participants (Tyrrcll 1984).

It is convenient to refer to the four as the

beach, hotel, boat show, and boating cvent sur—
veys. By using the fornula for the standard
devi ation of the mean, the four sects of results
were used to conpute sample Sizes necessary for
the same relative precision of a per capita food
cxpenditure cstimtc.

The beach survey was conducted by a single
intervicewer who spent 15 to 30 minutes With each
beach user to conplete a nultipurpose question-
naire. Consi derabl e care was taken to ensure
random sanpl i ng. The popul ati on of beach users
was cstimated to be 64,000, of which 352 were
interviewed; the cost per observation of the 272
responses that could be used for estimating av-
crage food cxpenditures was $10.79 (including
codi ng and keypunching).

The hotel survey depended on volunteer re-
spondents to questionnaires handed out by hotel
menagers. There was no foll ow up survey and
observations were not rcweightcd to compensate
for nonrespondents. The response rate was | ow
and the results arc belicved to be biased. The
popul ation was estinmated to be 25,500; 200 ques-
tionnaires were distributed to the hotels; 21
uscful responses were received and the cost per
observation was $3.81.

The boat show survey was conducted during 4
days of the NISS by 10 different interviewers who
spent 5 to 10 nminutes with each patron. Some
measures Were taken to ensure random sanpling.

The population was estimated to bc 12,000, of
whi ch 492 were interviewed; the cost per obser-
vation was $3.00.

The boating event survey was conducted by nail
fromthe list of event participants. No follow-
up questionnaire was scnt, but the response rate

Table Z.--Sanple size and precision of four Rhode Island tourist surveys

Sur vey
Boat Boati ng
Variable Beach Hotel show cvent
Popul ation size (no.) 64, 000 25,500 12, 000 350
Sample size (no.) 352 21 492 126
Cost/ observation ($) 10. 79 3.81 3.00 2. 67
Mean food cxpenditures/
capi ta/day ($) 9.86 16. 05 16. 69 16. 86
St andard orror ($) 10. 28 9.38 19. 38 16. 88
Number of observations
required for 95% Cl
of +107% nean (no.) 417 131 518 784
Total cost for C ($) 4,500 500 1,550 208

Cl = confidence interval.

3Because of the small population relative to the sample size, a finite

popul ati on corrcction factor was usead.
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was very high. The popul ati on was 350; 126 re-
sponded and the cost per observation was $2.67.

It is not possible to conpare the average re-
sponses to the food expenditure questions bccausc
of the difference in the popul ations surveyed.
Howcvcr, to cxaminc the tradeoffs between sample
size, precision, and the cost of sanpling by
diffcrcnt techniques, the estinated standard
arrors can be rclated to a +10 percent interval
around the respective means. A slight nodi-
fication permits the surveys to be conpared on
the basis of the numbcr of observations required
for a 95 pcrcent confidence interval (CI) of that
size. Miltiplying this nunbcr by the cost per
observation gives an indication of the relative
cefficiency of the diffcrent surveys in producing
an average per capita food expenditure cstinatc
with the sane rclative precision.

The results of this conparison arc that the
boating cvent survey woul d require the fewest
observations and cost thec lecast to produce a 95
pcrcent Cl +10 percent around the mcan; the hote
survey ranked sccond in observations required and
cost; the beach survey ranked third in obser-
vations required, but fourth in cost; and the
boat show survey ranked fourth in observations
required and third in cost.

The sinple interpretation of thesec resultsis
somewhat misleading since the results of the
hotel survey were biased. In fact, from other
data on Westerly hotel visitors, it was cstinmatcd
that the bias in this survey was considerable,

overwhelming its snmall variance in its mean squared

arror (MSE). The other survey cstimatcs were
believed to be rclatively free frombias so that
their MSE's arc the same as their variances.

Rer anki ng the survey approaches on the basis of
their MSE's put the hotel survey l|ast and |oft
the others in their same relative positions.
Because of the size and nature of the bias in the
hotel survey estimate, it was cstimatcd that even
a sanple of 1,000 hotel visitors would not have
produced the desired level of precision.

The nost successful survey was the one con-
ducted at the boating event. |Its advantage was
the smal |l popul ati on sanpl ed and enthusiastic
cooperation of the boaters. The rcsponsc rate
was 36 pcrccent. The boat show survey was al so
rclativcly successful. |ts advantages were the
hi gh rcsponsc rate because of the interview ap-
proach and the brevity of the survey. The | ength
of the questionnaire was the downfall of the
beach survey, which took nuch time to conduct
code, keypunch, and analyze.

Non- observation bias.--A bias results froma
lack of mecasurements for some of the individuals
in the selected sample bccausc of failure to
locate thorn or fromrefusals to answer questions
by those who were located. This was one of the
problems with the hotel survey. It is also a
problem Wi th nmost mail surveys; the boating cvent
survey was an cxccption. A successful strategy
in cases known to the author has becen to conduct
a serics of follow up reminders, questionnaires
and telephone calls. Even if the respondent does

not answer all the questions, it is usually pos-
siblc to adjust results for biases based on some
knowledge of the characteristics of nonrcspondents.

Measurement errors.--The difference between
accurate information and the response to a ques-—
tion leads to measurement errors. Such errors
arc commonly caused by a poorly worded question
or the failure of a respondent to recall accurate
information. Careful design and extensive testing
of a questionnaire IS the only solution

Processing errors.—-Thesc errors occur in od-
iting, coding, and tabulating resuits.

| nproper statistical nmethods.--1f incorrect
assunptions about the distributions of variables
are made and the statistical proccdurcs are based
on thesc assunptions, then there will be errors
in the data analysis

Faulty intcrprotations.--Errors in data anal-
vsis are made if the results fromonc sample of
the popul ation are incorrectly extrapolated to
other sanples, or when the meaning of survey
responscs are altered by erroneous induction or
the careless usc of words.

Al'l of these errors arc serious and nost can be
avoided by careful attention to details of the
projoct.

CONCLUSIONS AND RECOMVENDATI ONS

This paper has attempted to cxaminc data coll ec-
tion and use in estimating final demand by tour-
ists. The approach has been to review the inpli-
cations of the traditional nultiplicative node
and the procodures by which the nultiplicands are
cstimatcd. Therc has been no attenpt to identify
all possible sources of data for this typo of
anal ysis, which is donc clsewhere (Gocldner 1980;
W/ Univ. 1981). Furthermore, data availability
is a problem that has no general sol ution but one
that nust be solved by local research. The focus
here has been on two types of error, bias and
variance, and on the general sources of these
errors in traditional rescarch cfforts.

Four rccommendations arc of fered:

1. On the choice of a model for final demand
Since tourismis a nultigood, nultiscrvicc indus-
try, @ very conplex model is implied. Howcver
limtations of data will usually permit only the
use of sinple models. |If the traditional multi-
plicativc model is used, the biases causcd by
correlations between variabl es should be ac-
counted for. The sinmplest way is to disaggregate
and usc a sum of products over the nost honopge-
neous groups possible.

2. On sample size. The required sample size
can be calculated from a desired degree of pre-
cision and a previous cstimatc of the standard
error of a variable. This cal cul ati on does not
however, account for the bias which may bc present
in the estinmate used. Also, a large sample size
will not generally overcome biases in sanpling
procedures



3. On the use of sccondary data. Make usc of
all that is available since it is usually very
incxpensive to obtain. However, sclect only data
that can be rclated to final demand by a rea-
sonable and reclatively simple npdel. Al so, do
not necglect the need for mecasures of variance in
these data.

4. On survey design and execution. Be as
concisc as possible in asking survey questions,
and test questionnaires cxtensively. The cost of
informati on somctimes i Nncreases nore than propor-
tionately to the length of a questionnaire. Final-
ly, poor survey designs and cxccutions arc the
maj or causes of biases. It helps to keep the
nmean squared crror criterion in nind.
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Comput eri zed Models for Assessing the
Economic |Inpact of Recreation and

Tourism

Robert C. Bushnell and Matthew Hyle1

| NTRODUCT! ON

Many approaches to national economc
nmodel i ng have been taken. Wien the word
"impact" is used, it is generally true

that it is the disaggregate interactions
of the economic process that are being

st udi ed. Simulations and multiple-
equation econonetric nodels sonetinmes
fill this role, but nost often it is

input-output analysis that is enployed.

At the national level, the Bureau of
Economic Analysis (BEA) of the U S
Departnent of Commerce expends nuch tine
and painstaking effort in establishing
the classification and flows of paynments
that make up the national input-output
nmodel . Wiile a nunmber of small area
model s have been constructed and
utilized at the state and |ocal |evel,
the effort involved in conpiling the
data is usually nore costly than the
study area can afford. Hence, in recent
years the attenpt to develop regional or
smal | -area input-output nodels by using
so-call ed non-survey nethods has
i ncreased. In the last 10 years, a
nunber of systens have arisen which
generate small area, state, or regional
models from the technical coefficients
matrix of the U 'S. National I nput - Qut put

nodel . Three of these npdels wll be
di scussed.
RIMS 11 Mddeling System

The first such system is the so-called
RIMS Il, constructed and supported by
the Regional Economic Analysis Division
of the BEA.

RIMS 11 (Regional |nput-Cutput
Mbdel ing System version 11) uses the
1972 BEA 496 input-output national nodel
as the basis for the regional
coefficients. The coefficients are
modi fied by the use of the Regional
Location Quotient (LQ technique:

the national direct-require-
ment -coefficients matrix is

L Associ ate Professor and Assistant Pro-
fessor, respectively, Departnent of
Fi nance and Busi ness Econonics,
School of Business Admnistration,
Detroit, M chigan 48202.
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made region-specific by using
4-digit SIC location quotients.
According to this nixed-LQ
approach, BEA county personal
income data, by place of resi-
dence, are used for the calcu-
lation of LQ’s in the service
sectors, while BEA earnings
data, by place of work, are
used for the LQ’s in the non-
service sectors. The LQ’s
are used to estinmate the
extent to which direct re-
quirenents are supplied by
firme within the region.
(Cartwright and others, 1981)

Sinmple location quotients are defined by
the following relation:

E(i,r)/E(*,r) (1)
E(i,n)/E(*,n)

LQ(1) =

wher e: E(i,r) = Earnings in the ith
industry in the rth
regi on,
= the sum over all
industries, and
n = the sum over all
regi ons.

*

Hence the concept is the ratio of the
proportion of industry i's earnings of
all earnings in region r to the simlar
proportion of industry i's earnings in
the nation as a whole. An industry in
which the region specializes wll have
an LQ greater than 1; an industry in
which the region does not specialize
will have an LQ less than 1.

| f

a(i,j,r) is the proportion of the
total output of the regional indus-
try j that is accounted for by the
purchases of inputs from regional
industry i, and

a(i,j,n) is the national direct-
requirenents coefficient,

the relationship is:
a(i,j,r) = LQ7 (1) * a(i,j,n) (2)

where: LQ (i) is LQ(i) if LQi) is less
than 1 or 1 if LQ(i) is greater
than 1.

This latter condition reflects the fact
that the supplying industry will
certainly not supply nore than the
demandi ng industry requires, even if the
supplying industry is substantiai.

The household row is derived from the
national row by assuming that the value
added/gross output ratios from the
nati onal nodel hold for all regions.

The household colum is derived from the



national vector. The national vector is
scaled down by multiplication first by
(1-T(r)), where T(r) is the average
regional tax rate, and then by C(r),
where C(r) ts the national after-tax
consunption rate as neasuredby the ratio
of National Personal Consunption
Expenditures to National Disposable
Personal | ncone. After these

adj ust ments, each nenber of the vector
is miltiplied by the corresponding
LQ(i,r) as was described previously for
the industrial colums.

Since the regional A matrix has now
been devel oped, no estimate of regional
demand or gross output is needed since
sinply inverting the (I-A) matrix wll
provide the multipliers. If the A
matrix does not include the household
sector, the nultipliers include the
direct and indirect effects (Type |
multipliers). |If the A matrix includes
the household sector, the multipliers
include all of the direct, the indirect,
and the induced effects (Type Il
mul tipliers).

The RIMS Il system also includes sone
"shortcut" methods where persons w shing
to develop overall impact or earnings
multipliers may do so without
undertaking the Inversion of the full
(I-A) matrix.

The REMI Models

The second nodel to be considered is
mai ntai ned by Regional Econonmic Mdels,
Inc. (REMI). As is the case with R M,
the REMI nodel is based on the |atest
avai l able national Lnput-output nodel
furnished by the BEA. It, too, relies
on multiplying each of the national
coefficients by a factor in order to
downscale the multiplier from national
inmpacts to figures appropriate for the
smal |l er region.

The REMI approach, however, 1is
different; it uses a concept terned
"Regi onal Purchase Coefficients"

(RPC’s). The RPC is the proportion of a
used comvodity purchased by a using
industry from within its own region.
Unlike the LQ’s which are applied to the
Lnverted technical coefficlent matrix,
the RPCs are applied to the technlical
coefficients directly, after which the
technical coefficient matrix is inverted
in the normal way. In general, the data
required to estimate the RPCs directly
are not available, therefore they are
est imated by REMI from a regression
equation.

The basic idea behind the regresslon
estimation is that regional purchases
should be a function of relative
delivered costs where dellveredcosts
are the sum of production and

transportion costs. Relative production
costs should be a function of relative
wages, relative other costs, and a
relative scale of production and
transportation costs, which is a
function of relative average shipnent

di stances for |local versus nonlocal

pur chases. Average shipment distance 1is
posited as being a function of the
proportion of shipper-to-users Ln the
region to shippers-to-users Ln the
nation, and the proportlon of land area
In the region to land area in the
natlon.

Using this theoretical structure, a
regression relation was devel oped for
estimating the log of the RPC for each
of 19 industry groups as a linear
function of the ratio of industry per-
worker wages in the region to the
natlion, the ratio of industry enploynent
in the region to the nation, the ratio
of industry national output tonnage to
industry total wages, the location
coefficient LQ (as defined for the RIM
nodel ), and the ratio of the land area
of the local area to the land area of
the nation.

Since the independent variables, the
RPC s thenselves, are not directly
measureable, it was also necessary to
infer values for sonme of these in order
to estimate the coefficients of the
nodel . This was acconplished by REMI
t hrough know edge of the output of each
commodity in the |ocal region.

RPC(i 1) = P(i,r) » Bofd (3)

where: Q(i,r) =anmount of the commodity
i produced in r,

D(i,r) = total use of 1 in r,
and
P(i,r) = proportion of L pro-

duced and used in r

The Qs can be neasured; the Ds are
obtained by applying the technical
coefficients to the Qs and then adding
other use as by households, governnents,
capital expenditures, foreign exports,
etc. The limting factors were the P’s.
293 P's for 19 commodltties could be
calculated from the information in the
Census of Transportatlon. Thus 293 P's
were neasured to calculated 293
observations of the RPC s. An equatlon
to estimate the RPC for any region based
on relative wages, relative enploynment,
the LQ the weight to wage-bill ratio,
and relative 1and area was calcnulated.
In addition, 6 of the 19 comodities have
non-zero dummy varlable weights that are
utilized. This equation is then used to
calculate the RpC for any region for any
of the 500 commodities in the full nodel
(for more detail, see Stevens and
others, 1980).
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The | MPLAN Mbdel s

The third set of nodels to be
considered, <called |IMLAN, were directed
and funded by the USDA Forest Service
and produced by Engineering Econom cs

Assoclates, Inc. Like the other nodels,
this set also depends on a natlonal
nmodel . As part of the effort, however,

the Forest Service had the 1972 national
nodel updated to 1977 for this project.
The Forest service is continuing this
effort and since the 1977 National

I nput-Qut put nodel was released by the
BEA in 1984, the 1977 nodel is being
updated to 1982 in the same nanner.

IMPLAN is different from other nodels,
however, because the Forest Service
wi shed to have a nodel for every U S
county (or parrish) which would

aggregate into state nodels which, in
turn, would aggregate into the original
U S. nodel. Hence this system produces

a flow or a transactions table for each
county (or aggregation of countles)
which Ls then converted into a
transaction matrix and then inverted to
formthe multipliers. As with the other
systens, both direct-and-indirect (Type
1) and direct-and-indirect-and-Lnduced
(Type Il) multipliers may be produced.

Wth this goal, the task of
Engineering Econom c Associates was to
find justifiable proxies by which to
break down the conponents of demand to
estimate final denmand vectors for:

Personal consumption expenditures

Goss private donestic investnent

Forei gn exports

Inventory change

Federal government expenditures

State & local governnent
expenditures

In addition the following other elenments
must be estimated for each sector for
each county:

Gross donestic output

Enmpl oynent

Conmponents of value added
Enpl oyee compensation
Property type income
Indirect busines taxes

The task is conplicated by the fact that.
at the state and county level, nopst ot
the economic data sets provided by
governnment agencles are characterlzed by
having certain elenments deleted. Thi s
is due to the legal restrictions on the
rel ease of data gathered by governnent
agencies in surveys of individual firms.
Therefore, techniques that generate
proxy series were enployed. These
proxies could be balanced to known
totals; for exanple, for the sum of all
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the states at the national level, and
for the sum of all the counties in a
state.

An advantage of this process 1is that
the flow table is generated for the
| ocal area. It may be inspected and
altered, if desired, before processing
into technical and inverse form A
model for any multicounty area (standard
metropolitan statistical area - SMBA,
BEA region, other aggregation) nmay be
constructed sinply by aggregating the
county data before applying it to the
national coefficient matrix. (Further
information can be obtained from
Engi neering Economlc Associates, Inc.,
1700 Sol ano Avenue, Berkley, CA 94701.)

ASSESSI NG THE ECONOM C | MPACTS

Al of these nodels are, Ln theory,
equi pped to assess the economc inpacts
of tourism and recreation. In practice,
however, each nodel was designed with
different goals in mnd so that the
appropri ateness of a nodel will, in
part, depend on how well the nodel can
meet the various demands placed on it by
the specific problem or wuser. While the
criteria for evaluating a nodel wll be
shaped by the particular problem that is
under scrutlny, there are five issues
that should he considered in any
application of a regional |nput-output
system (1) the level of regional
disaggregatlion, (2) the level of
sectoral disaggregation, (3) the
definitional basis of the sectors
(comodity versus industry
classifications), (4) the relation of
the direct requirements matrix to the
region(s) wunder scrutiny, and (5) the
measurement of final demand. One shoul d
note that these five issues arise quite
naturally out of the nodeling process
and therefore cannot he avoided.
Consequently, the follow ng discussion
should not he construed as a criticism
of any particular nodel or technique but
only as an aid in the evaluation of a
nodel's suitability itn the use of
nmeasuring economic |npacts.

To relate and clarify the issues and
to give a review of the basic input-
output relationships, take the follow ng
hypothetical situnation. A famly from
Wndsor, Ontario, takes a week's
vacation in the Detroit netropolitan
ar ea. They drive their car through the
Detroit-Windsor tunnel and stay in a
hotel in downtown Detroit. Each day
they drive around the area visiting
| andmar ks and parks. Their budget of
$2,000 (American) i{s spent on lodging,
gasoline, parking fees, admission fees,
boa: rentals, and food (purchased either
at restaurants or at grocery stores). A
natural quest fon to ask is "Wuat is this



famly's economc inpact on the Detroit
metropolitan area? What wll the
changes be in total output and where?"

In theory, an input-output nodel can
trace the effects of this famly's
expenditures and their repercussions
t hroughout the Detroit area's econony by
enploying a basic input-output identity.
Wthin an input-output table or nodel,
the total dollar sales (or output) for
each sector nust equal the sales to all
sectors (including itself) for use as
inputs into their production process
(internmediate use) and sales to all
final consuners (final demand). Usi ng
al gebraic notation, this basic
definition is witten as:

g=Aq +f (4)

a vector of sectoral output
in dollars,

A = a matrix relating the input
requirements per dollar of
output, and

a vector of sectoral final
demand in dollars.

wher e: q

—
]

Conmbining simlar ternms yields a

solution inmbedded in all input-output
nodel s:

qa = (-a)"! (5)
wher e: I = the identity natrix.

The inportance of equatton (5) is not
the mathemmtics but that it shows, in
theory, that only final demands and the
direct requirements (A) matrix are
needed to neasure total production.
(See Merynk, 1965 or Richardson, 1972
for a more detailed explanatlon.) In
practice, equation (5) shows that if
final demands are neasured correctly,
and Lf the direct requirements natrix
accurately portrays the interrela-
tionships within the econony, and if the
matrix corresponds to the definitions
and conventions used in neasuring the
final demands, then total production can
be measured.

These conditions may seem to be quite
obvious and harm ess because each one of
the input-output mnodels discussed in the
first section do give answers to many
types of questions simlar in nature to
the exanpl e. Yet, the reliability and

accuracy of those answers wll depend on
how well the chosen nodel adapts to the
five generic issues. The first issue

(regional disaggregation) provides a
straightforward exanple of the problem

Regi onal Dl saggregati on

Ideally, one would hope to have the
nost di saggregated nodel possihle in

order to minimze any errors due to
aggregation problens. However, many
practical considerations conspire to
restrain the manageable |evel of

di saggregati on. Regardl ess of those
consi derations, the nodel to be chosen
should, as closely as possible, resenble
in its level of regional disaggregation
the requirenents of the problem to be
exam ned. For this exanple the nodel
that has, anpng other features, input-
output relationships for the city of
Detroit (or at |east Wayne and Qakl and
Counties) should give the nost reliable
measurenent of the economic inpact. Any
model that has the State of M chigan
as its lowest level of disaggregation
should be avoided in this case since it
will require substantial adjustnment in
order to yield reasonable estinates of
the economic inpact on the Detroit area.

Sectoral Disaggregation

This issue is very simlar to that of
regional disaggregation. G ven the
spending pattern of the hypothetical
tourist famly, the ideal nopdel should
have among its different sectors Hotel -
Standard |Industrial Code (SIC 7011,
Retail gasoline (SIC 5541), Parking lots
(SIC 7523), Restaurants (SIC 58), and
G ocery stores (SIC 5411).

In practice, the retail trade sector
(any SIC of 5000-5800) presents two

speci al probl ens. First, although there
is a wide diversity in the types of
retail establishnents, npbst nodels have

only a few retail trade sectors (mainly
due to data restrictions). This
aggregation nmy inpose some measurenent
bias with the extent of the bias
depending on how differently the various
types of retail stores use their various
i nputs. Second, within the framework of
input-output analysis, a retall store
does not produce any commodities but
only a service by acting as a conduit
between the actual producers and final
consuners. Consequently, any comodity
purchased at a retail establishnent
should be "stripped" of the "service"
component and counted in the comodity's
production sector. For our exanple, if
the Canadian famly purchased a
hamburger from a restaurant, then the
value of the restaurant service would be
subtracted from the dollar value of the
hanmburger and then the final denands of
Meat (SIC 2010) would be increased (see
the discusslon on the neasurenent of
final demand).

Defipitional Basis

The third issue is the commodity
versus industry definition of a sector.
I nput -output models can use either a
comodity definition, which groups
products or services with simlar SIC
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codes into a sector, or an industry
definition, which groups establishnents
into a sector on the basis of simlar
primary product. Est abli shnents can
produce nore than one comodity, but
only one comopdity can be the
establishment's prinmary product
(typically deternmined by the product or
service which has the largest dollar

vol une) . A comon exanple of the

mul ticommodity establishnment is the
local Sears store. This store may be
offering, under one roof, Auto repair
services (SIC 7500), Appliance repair
services (SIC 7600), Optonetrist's
services (SIC 8042), Upholstery cleaning
(SIC 7217), Real Estate brokering (SIC
6531 and 6610), Insurance brokering (SIC
6400), and Security brokering (SIC 6200)
along with its traditional retail

oper at| ons. If the largest dollar
volume of sales is in auto repair, then
this particular establishment would be
counted under the auto repair industry
instead of the departnment store (SIC
5800) industry. (See ten Raa and
others, 1984, for a discussion of
secondary products in a broader
context.)

As a result, a user should be aware of
the consequences of nisapplying the
sectoral definitions. If the user
wishes to estinmate the econom c inpact
caused by the change in demand for a
comodity but is using a nodel with an
industry definition of a sector, the
estimate could be inflated if that
industry has inputs that are used in the
production of other dissimilar
commodi ti es. From our example, if the
Canadi an visitors purchased cheese from
a grocery store and one placed that
cheese purchase in the cheese industry
final demand sector, then one WII 1ind
an increase in the use of mlk, enzymes,
and sugar since nany cheese
establishments also produce ice cream

Fortunately, the errors stemming from
this definitional problem are likely to
be small when estinmating the econonic
inmpacts of tourism and recreation. The
mul ti product establ i shment 1is nost.
commonly found in the manufacturing
sectors while the service sectors (wth
the exception of department stores) tend
to provide a single service. Because
the tourism and recreation industry is
largely conmposed of the service sectors
(or at least in nost pollecy questions
this is true), this problem may not
ari se. In addition, nost of the nodels
have a "make" table (which shows the
distribution of commodiries that. each
industry makes for the nation) available
to transform data from one definition to
anot her. Still, one is better off being
aware of the potential complicatlons in
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order to assess possible errors in the
esti mat es.

Direct Requirenents (A) Matrix

The fourth issue revolves around the
applicability of a nodel's direct
requirements matrix to the regional area
under question. Every nmodel in this
paper uses the direct requirenents
matrix for the national econony as a
starting point (see U 'S. Departnment of
Commerce, 1984 for the latest update).
This matrix based on national averages
is then inmposed on a region and, in
effect, split into a local matrix (in
order to capture local inpacts) and an
"import" matrix, but the overall
requirements always equal the control
imposed by the national average.
Consequently, the regional input mlx
(regardless of the Lnput's geographical
origin) for a dollar's worth of a
sector's output is assuned to equal the
nati onal average for that sector.

The assunption of identical input
requi renens anong different regions nay
not be conpletely desirable, but it is
certainly not unreasonable I!n the
absence of any additional information.
Yet, this assunption results in sone
m sneasurenents, wth the extent
depending on how nuch the regional use
differs from the national average. (One
suspects that as the region increases in
size this difference grows snaller.)

For exanple, the electric utility sector
in the national matrix conbines nuclear
power plants, dans, and coal-fired
plants, but a region (especially a
county or group of counties) wll use
electricity from only one type of plant.
Thus the use of a national average nmay
m srepresent the economc inpact. One
may argue that in the tourism and
recreation industry, which is doninated
by services, this effect can be

negl ected because service sectors
generally use the sanme technol ogies.
This is open to question, however,
because some regions with relatively
high labor costs may substitute capital
equi pnrent for |abor, which should change
the overall input requirenents for those
sectors.

If a wuser has additional Lnformation
about the structure of a region's
econony, then the estimates of an
econom ¢ inpact could be inproved if
that information could be incorporated
into the nodel. Consequent |y, anot her
feature of a prospective nodel to keep
in mnd is that nodel's capability of
Incorporating any additional information
about the target. region's econony. No t
only should the capability for incor-
porat:ion of new data be present but the
process should he relattively easy.



Measurenent of Final Denmand

In order for an input-output nodel to
estimate economic inpacts, the
categories of final demand (f vector in
equation (2)) should correspond as
closely to the sectoral definitions as
those of the direct requirements matrix
to ensure a nore accurate neasurenent of
the econom c inpact. In general, the
cl oser the correspondence of the two,
the nore reliable is the final nmeasure.

As nmentioned, a slight technical
problem occurs with purchases from
retail establ i shment s. The nost
desirable outcone is to have a large
amount of detailed information
concerning these purchases. Prom the
Canadian visitor exanple this would nmean
that, ideally, one would have an
accounting for each neal by item --
Monday's breakfast was two eggs, three
bow s of corn flakes, etc., and each
retail purchase by item However, that
detail is not always avail able. If it
is not, then the nodel or nodeler should
have some well-defined nethod to "break-
up" these types of purchases.

SUMVARY

The discussion has focused on a few
potential pitfalls or issues that should
be addressed by any researcher using
regi onal input-output nodels. Becom ng
aware of the issues allows the user to
nmnore carefully assess the suitability of
a particular nodel to the demands of the
anal ysi s. However, these are sinply
guidelines and cannot help unless the
problem to be analyzed has been clearly
stated in terns that an input-output
nmodel can handl e. There can be no
substitute for careful consideration on

the part of the user in structuring the
research problem Part of that careful
consideration should include the
limtations and strengths of the user's
particular nodel, not only in light of
these few guidelines but of the entire
structure of the nodel.
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Assessing the Secondary Economic Impacts of
Recreation and Tourism: Work Team

Recommendations

Dennis B. Propst, Dimitris G. Gauvrilis,

H. Ken Cordell, and William J. Hansen’

The U.S. Forest Service and U.S. Army Corps of
Engineers are major providers of leisure
opportunities. The approximately 91 million
acres of public land in the National Forest
System include more than 25 million acres of
Wilderness, 640 miles of Wild and Scenic Rivers,
and 24,000 developed and dispersed recreation
sites. Similar figures for the Corps of
engineers include 11 million acres of land and
water, 442 lakes and other project areas, and
over 3,800 recreation areas. The amount of
public consumption generated by this enormous
federal supply of recreation opportunities is
substantial: Forest Service--233 million
visitor days (fiscal year 1983); Corps of
Engineers--469 million recreation days of annual
use.

Although the Forest Service and the Corps are
Integral parts of the leisure industry, little
is known about the secondary impacts of the
federal supply on community, regional, and
national economic development. To clarify that
statement, itis necessary to distinguish
between primary and secondary impacts that
result from federal investment in providing
leisure opportunities.

Primary or direct impacts include benefits to
recreation users and costs to the providers.
These are the measures needed to derive
benefit-cost ratios, which guide investment
decisions. A great deal of research since the
mid-60's has been directed toward determining
the direct benefits of recreation developments.
Travel cost and contingent valuation methods are
the two most widely used and recommended
procedures (Dwyer et al ., 1977; Walsh, 1984).

A similar effort has not been aimed at
developing concepts and procedures for examining
secondary or indirect economic impacts of
supplying recreational services and facilities.
Secondary impacts include benefits and costs
beyond those to users and providers. Secondary
impacts accrue to communities, regions, and the
nation in the form of income, employment, retail
sales, taxes, and development of related

1Assistant Professor and Graduate Assistant,
Department of Park and Recreation Resources,
Michigan State University, E. Lansing, MI 48824:
Project Leader, Southeastern For. Exp. Stn.,
U.S.D.A., Forest Service, Athens, GA 30602; and
Economist, Waterways Exp. Stn., U.S. Army
Engineers, Vicksburg, MS 39180.
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industries (recreational equipment, information,
service, and development industries, such as
second homes, condominiums, and resorts).

Agencies like the Forest Service and Corps of
Engineers require information on secondany
economic impacts to make financial allocation
decisions. In addition, demonstration of the
important role that such agencies play in local,
regional, and national economic development
would likely provide more impetus for private
and nonfederal provision of recreation
opportunities on or near Corps projects and
National Forests.

STATEMENT OF THE PROBLEM

A system for deriving estimates of the
secondary economic impacts of recreation is
currently lacking, primarily because available
methods are costly. ldeally, the researcher
would want to generate a unique multiplier for
each economic sector in which first-round
recreation spending occurs. The methodology to
derive unique multipliers exists, but the large
data requirements make this procedure expensive
and time-consuming (Marino and Chappelle, 1978;
Leistritz and Murdock, 1981). The alternative
to collecting a large amount of data over time
is to use input/output (1/0) models developed by
government agencies and assume that their
multipliers are accurate. However, existing 1/0
models generally are not based on sufficiently
detailed breakdowns of the sectors impacted by
recreation and tourism (e.g., marinas,
recreational equipment). Thus, the reliability
of such multipliers is unknown (Gartner and
Holecek, 1982; Stynes and Holecek, 1982). To
restate the problem, the secondary impact
assessment process for other U.S. industries
(e.g., manufacturing) is reasonably clear and
well-developed, but (a) the appropriate economic
impact assessment procedures for recreation are
unclear, and (b) the necessary data for
conducting such assessments are often missing.

OBJECTIVES

To help solve the problem stated above, the
following objectives were pursued:
1. To evaluate the state of the art in
determining the secondary economic impacts of
federal recreation facilities and services at
local, regional , and national level;
2. To prepare a detailed economic impact
assessment procedure and data collection
methodology to be employed by the Forest Service
and Corps of Engineers in determining the
impacts stated in Objective 1.

SCOPE

A range of methods was needed to achieve these
objectives. Computerized literature searches,
personal communications, and library research
were the primary means of achieving the first
objective. Objective 2 was achieved through
contacts with key government agency, university,
and industry professionals. These contacts were



necessary in order to synthesize a tremendous
amount of information into recommendations for
the appropriate variables, models, procedures,
data sources, and economic sectors to be
employed in the economic impact assessment of
recreation. Some of these contacts were made by
telephone and letters. A majority of the
information obtained for achieving Objective 2,
however, emanated from a technical meeting on
assessing the secondary economic impacts of
recreation and tourism held at Michigan State
University in May of 1984. The goal of this
meeting was to bring together a few key
professionals to identify the best available
technology and data for economic impact
assessment of recreation and tourism. This
paper reports the methodology employed during
the meeting to meet study objectives as well as
the results of the meeting. The meeting's
methodology was highly successful in transfering
technology and in identifying important
considerations for economic assessment of
recreation. The full report (Propst and
Gavrilia, 1984) contains the results of all
methods used to satisfy the two study
objectives.

PROCEDURES

The technical meeting on assessing the
secondary economic impacts of recreation
included both presentations by invited speakers
and a workshop. A series of steps was followed
inorder to select the invited speakers. During
the fall of 1983, a master list of regional
economics professionals was compiled through
personal communications with resource and
agricultural economics faculty at numerous U.S.
universities. At the same time, Forest Service
and Corps of Engineers researchers, planners,
and administrators, were contacted to compile a
list of issues that both agencies wanted to
resolve. Potential speakers were sent a letter
explaining the purpose of the meeting, listing
the identified issues, and seeking their
interest. In addition, potential speakers were
asked to indicate from the list of issues the
top three on which they would be willing to
prepare a presentation. Potential speakers were
told that the presentations of the invited
speakers would be published and all travel
expenses paid. A list of invited speakers
emerged from this initial wave of correspondence
(see Appendix A). The issues covered in papers
and formal presentations by the eight invited
speakers are listed in Table 1. The formal
presentations took approximately 1 day and

provided the necessary backgsround for-the
workshop portion of the meeting.

The workshop portion of the meeting lasted 2
days. During this time, participating Forest
Service and Corps of Engineers researchers with
economics backgrounds became actively involved
in discussions. These participants are also
listed in Appendix A. For 2 days, all meeting
participants were divided into work teams of
four to five members and asked to complete the
tasks stated in Table 2. These tasks were
written to be more specific reiterations of the

Table 1.-- General issues covered in formal
presentations during the “Technical Meeting on
Assessing Secondary Economic Impacts of
Recreation and Tourism,” Michigan State
University, 14-16 May, 1984.

1. What is the state of the art in developing
multiplier for assessing the secondary economic
impacts of recreation and tourism?

2. What methods besides 1/O analysis are
available for assessing the secondary economic
impacts of recreation and tourism?

3. How should regions be defined and sectors
disaggregated in existing 1/0O models to account
for the secondary economic impacts of recreation
and tourism?

4. What are the data requirements and
appropriate sources of data for assessing the
secondary economic impacts of recreation and
tourism?

5. What are the strengths and weaknesses of
using I/0 analysis to assess the secondary
economic impacts of recreation and tourism?

6. What computerized models for assessing the
secondary economic impacts of recreation and
tourism are currently available and what are
their strengths and weaknesses?

7. What are the data requirements and sources
of data for measuring the economic impacts of
the Forest Service and the Corps of Engineers
supply on leisure/tourism fndustries, such as
recreational equipment, second homes,
recreational vehicles, and boating?

issues covered the previous day by the invited
speakers. Work teams were arranged so as to
contain both university and agency
representation. All teams worked on the same
tasks, one at a time, after being given the
following instructions:

“There is a specific environment or mood we
would like to create in each group in order to
be most efficient in satisfying meeting
objectives. This mood can result if you keep
the following points in mind:

a. we have a series of specific problems to
sol ve ;

b. all of you have ideas for how to solve
these problems;

c. the goal for the work teams is not
necessarily to reach a consensus but to
discover new ways to solve these
problems; how can this be done?

- carefully listen to what others have to
say:

- feel free to respond in an open,
spontaneous way (the aim is to have an
exciting exchange of ideas;

- discuss ideas, do not debate them
because we want to encourage divergent
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points of view and keep ideas flowing,
not cut them off;

d. the purpose of the work teams is not
necessarily to change anyone’s mind;

e. everyone has useful ideas and
information--we're here to combine all
this into new ideas.

Thus, the environment just described is a

problem solving mode. In this mode, consensus
is not necessary. | will converge all of your
ideas and recommendations after you leave
here. Then, | will mail what | converge from

your recommendations to you for comment. This
divergence and convergence of ideas will
become part of the proceedings.

So, what you do in these work teams is not
the end but only the beginning of the work
that needs to be done in the economic impact
assessment of recreation and tourism.”

After they discussed a task, work teams were
given 1 to 1 1/2 hours to develop solutions.
Groups were asked to designate someone to jot
down their recommendations on large sheets of
paper and someone to be the spokesperson. At
the end of the allotted time, the spokesperson
of each team (four teams in all) took 5 to 10
minutes to present the team’s recommendations to
the entire audience. A question and discussion
period followed each team’s presentation of the
six task solutions. The large sheets of paper
containing the recommendations remained posted
around the room for the duration of the meeting.

The same process was followed for each of the
six tasks, but the composition of the teams was
changed after each task to give each participant
the opportunity to interact with all others.

All work team recommendations and discussions
were taped. Synthesis of the material contained
in the tapes, teams notes (from the large sheets
of paper) and reviews of this synthesis by
meeting participants provide the results that
follow.

The method utilized in bringing together a
group of professionals and eliciting solutions
to specific problems was a creative problem
solving process fashioned after Noller et al.
(1976, 1981) and Hare (1982).

RESULTS

Table 2 contains full descriptions of the six
tasks the work teams were asked to complete.
The tasks are restated in abbreviated form in
this section along with specific recommendations
of the work teams for accomplishing the tasks.

Task 1: Short Cut Methods

Work teams were asked to describe “short cut”
methods (methods other than 1/0O analysis) which
the Forest Service and Corps of Engineers could
use to obtain reasonable estimates of the
economic impacts of recreation. The four work
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Table 2.-- Tasks completed by work teams in the
“Technical Meeting on Assessing Secondary
Economic Impacts of Recreation and Tourism,”
Michigan State University, 14-16 May, 1984.

1. Describe and provide reference to other
methods besides 1/0 analysis for assessing the
economic impacts of recreation and tourism. Are
there one or two “quick and dirty” methods that
Forest Service and Corps personnel could use to
obtain a fairly reasonable estimate of such
impacts?

2. Recommend appropriate ways for the Forest
Service and Corps of Engineers to define regions
and disaggregate sectors in 1/O models to
account for economic impacts of recreation and
tourism. That is, list the sectors impacted and
recommend ways to separate them from commonly
used sectors. Also, describe the problems
associated with measuring these impacts at the
local vs. state vs. regional vs. national
levels. Recommend areas for future research.

3. Indicate the means (research, funding,
administrative changes, etc.) by which the
Forest Service economic impact model, IMPLAN,
may be modified to account for recreation and
tourism impacts. Describe the cost/accuracy
trade-offs of making such modifications.
Recommend other 1/0 models that may be modified
in this fashion.

4. Provide a list of variables that should be
assessed and questions that should be added to
nationwide federal estate recreation surveys
(mailback and personal on-site interviews)
relative to economic impacts. The goal here is
to create consistency in data collection and
analyses that federal agencies routinely perform
to evaluate the economic impacts of recreation
and tourism.

5. Describe the role of the prfvate sector in
providing data tha would satisfy the goals of
the Forest Service and Corps of Engineers in
determining the economic impacts of recreation
and tourism. To perform this task, you should
answer the following questions: Are data from
the private sector necessary? What types of
data? What strategies should be followed to
obtain such data given that some of it is
proprietary in nature?

6. Articulate the changes that need to be made
to the data collection and analysis procedures
of the Bureau of Economic Analysis to account
for the economic impacts of recreation and
tourism. Also, indicate the pros and cons of a
“Census of Tourism ,” similar to the Census of
Manufacturing or Agriculture.



teams described six such methods: response
coefficients, minimum requirements, use of
existing multipliers, brainstorming, Delphi
process, and similar sites.

Response Coefficienct Method

Response coefficients (RC's) are the same as
traditional multipliers except that RC's are
reported in different units of analysis to ease
interpretation (personal communications with
Adam Rose, West Virginia University, 1984). For
example , a new industry in a region may generate
500 new jobs in direct employment in that
industry. An I/0 analysis may reveal an
employment multiplier of 2 indicating that the
total employment impact (direct, indirect and
induced) of the new industry is 1,000 new jobs
(500 x 2). Response coefficients merely
transform the 1,000 jobs figure into number of
jobs per $ expended on an activity. Thus, if
1,000 new jobs were generated and $1 million of
goods were produced, the RC would be 1,000
jobs/$ million or 1 3ob/$1,000 output. Nothing
has been done to the multiplier; the only change
occurs in the manner in which the employment
impact is reported. The RC transformation may be
applied to Type I, Il, or 1ll multipliers.

The big advantage of RC's over multipliers is
relative ease of interpretation. Since
multiplier are, in effect, partial derivatives,
they are sometimes ambiguous to interpret and
provide the opportunity for misleading
conclusions. This is because it is not
necessarily true that sectors with high
multipliers have the highest impacts in a
region. For example, Rose et al. (1981), using
1/0 analysis, derived multipliers to determine
which alternative solar energy technology would
have the greatest employment impact on the City
of Los Angeles. The employment multiplier for
solar energy was much higher than that of
weatherization. However, standardizing
employment impacts by translating them into RC's
(number of jobs created per million dollars
spent) revealed just the opposite finding: more
jobs created by weatherization than by solar
energy. The authors explain this discrepancy by
noting that traditional employment multipliers
for solar energy are high partially because
solar energy is expensive to produce and thus
requires more production than weatherization.
However, the respending effects of
weatherization generate more employment than the
production effects of solar energy.

A general mathematical expression of how to
calculate regional impacts using RC's is:

Total regional impact = total expenditures X RC
for income or employment; where RC = the
direct, indirect, and induced effect per
amount spent in dollars.

The conventional multiplier is defined as total
effects (direct, indirect, and induced)
throughout an economy divided by direct effects
in a given sector or the proportion by which
total effects exceed direct effects. By
definition, then, a large multiplier may result

because of a small denominator (direct effects).
In other words, the multiplier may represent a
large multiple of a small base. Furthermore,
the relationship between total effects and
direct effects will vary greatly among sectors,
meaning that there is no standard for comparison
of multipliers by sector. The RC is simply the
numerator of the conventional multiplier
equation (total effects). The RC permits a
standard for comparison across sectors, removes
the ambiguity in mul tipliers, and maintains the
basic meaning of the multiplier concept.

Archer (1977) also provides evidence for and
formulates the response coefficient concept.
Instead of the term “response coefficient ,”
however, Archer uses “normal multipliers” noting
that multipliers expressed as partial
derivatives are valueless as planning tools
without additional information which relates
endongenous income (or employment) to units of
exogenous spending.

The advantage of RC's over traditional
multipliers has already been discussed. There
are also two major drawbacks to the RC method:
(a) total expenditures must be collected as
primary data or taken from secondary sources,
and (b)RC's must be calculated by a central
research unit with access to a computer and 1/0
model. Both drawbacks also apply to 1/0
analysis in general. Overall, the RC method is
not a separate impact assessment procedure at
all, but a useful way of reporting impacts
derived by traditional procedures. In light of
its ability to avoid misleading results, the
calculation of RC's may be worth the minimal
extra effort required.

Minimum Requirements Method

Under this method, the analyst determines the
minimum level of all services (not just

recreation) for prototypical areas or counties
needed to ‘sustain a local economy (resident

population). That is, the analyst determines
the economic base of an area. Any economic
activity above this minimum level would be
attributed to basic income (e.g., expenditures
by nonresidents). In this manner, an economic
base multiplier may be established (see
Leistritz and Murdock, 1981; Bendavid-Val, 1983;
and Propst and Gavrilis, 1984 for further
discussions of the derivation of economic base
multipliers).

A variant of this approach would involve a two
step procedure. First, plot certain economic
indicators such as income or sales tax over
time. Second, compare the sales tax collected
in a month (March, say) when tourism is low with
those in a month during the peak tourist season.

Multiplier “Given” Method

In this method, expenditures by recreationists
must be determined, but previously computed
multipliers are accepted. This method is best
explained by two relationships:

1. Total Area Economic Impact = Multiplier
(given) X Total Direct Expenditures;
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2. Total Direct Expenditures = Expenditures per
Recreation Visitor Day (EXP/RVD) X Total
Recreation Visitor Days (RVD) per
Activity.

Measures of participation other than RVD's may
be equally valid. However, a method for
separating resident and nonresident expenditures
per RVD must be devised because nonresident
purchases represnet new money to the region
while resident purchases do not. If necessary,
the variable, EXP/RVD, may later be adjust by
using participation and supply (quantity and
quality of facilities) as independent variables
in regression analyses.

One word of caution is needed here. If not
already available (usually the case),
expenditure data mist be collected directly from
recreationists. This task is not for the
unskilled or the feint of heart. Thus, in many
cases, the mul tiplier “given” method may only
give the appearance of being a short cut
procedure. Yet, the point is well taken that
instead of spending a great deal of effort on
developing new mul tipliers, the planner should
be gathering quality expenditure data and
enumerating the costs and direct benefits of
future developments.

“Brainstorming”

In this procedure, experts, user groups (i.e.,
the recreationists or tourists themselves), and
business leaders are assembled and asked to
estimate participation, spending, and leakages.
We do not mean to imply, however, that all of
these groups should be assembled at one place at
one time. This may not be feasible. Rather,
these groups (and individuals in some cases) may
have to be contacted at their convenience over
an extended period.

Delphi Process

The Delphi technique is a means of creting a
consensus of opinion concerning future likely
events from the insights of experts rather than
from a theoretical body of knowledge. Moeller
and Schafer (1983) fully describe the Delphi
technique, the steps in carrying out the
technique, and the applications in recreation.

In terms of economic impacts, the Delphi
process would involve having a group of experts
predict the multiplier effects of current or
future tourism and recreation developments in an
area. Moeller and Schafer state that the Delphi
technique can provide general estimates where no
other techniques are available or appropriate.
However, they warn that the process may require
more effort (time and money) than the analyst
might initially expect. Thus, it may not be a
short cut method in all cases.

Similar Sites
When economic impacts must be computed for a

certain site. it would be extremely useful to
know the results of computations for similar
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sites elsewhere. If another site were
sufficiently similar, little or no additional
computation might be required. Unfortunately,
few high quality analyses have been completed at
present, but as experience is gained and
analyses are completed, it is recommended that
they be catalogued for future use. This catalog
would contain surrogate multipliers and spending
profiles with full descriptions of the site
conditions. The development of such a catalog
would be a major undertaking, but once done, it
would make future analyses quite easy.

Task 2: Defining Regions and Disaggregating

Sectors

The teams of meeting participants were next
asked to make recommendations concerning how to
define regions and disaggregate sectors in 1/0
models to account for the economic impacts of
recreation and tourism.

Defining Regions

All teams felt that, initially, the region of
interest should be the unit of the decision
maker (members of Congress, governors, state
legislators, etc.) or determined by the specific
problem being addressed. After these initial
considerations, subreeions should be defined as
spatial economic units (counties, SMSA's,BEA
units, etc.) according to the following general
scheme of increasing regional size:

1. Individual sites--physical attributes (lake,
forest, etc.) where recreational activities and
direct economic impacts occur.

2. Recreation focal area (trade area)--one or
more counties (SMSA's, etc.) surrounding the
site or facility development which may be
considered a “local” Impact zone; likely to be

the source of most direct recreation employment.

3. Travel corridors--from the consumer
residence area to the site and define location
of impacts along the travel route.

4. Substate or multistate regions--portions of
several states or large group of counties
surrounding the site where both direct and
indirect impacts occur; may also be defined as
the site’'s market area by inspection of

of visitation data.

5. Consumer residence areas--origins of the
recreationists.

6. Extended region-- national in scope; the
source of all goods imported into any of the
above 5 regions; capital input to recreation at
a given site likely to extend over the entire
nation.

Once the market area (no. 4 above) is
established, the internal boundaries may be
delineated by further analysis of population and
visitation data. This hierarchy of regions is
not intended to result in concentric circles
around individual sites.



Maki (1985) and Stevens and Rose (1985)
describe these regions and define their data
requirements in more detail. In general, any
attempts at regional delineation and aggregation
must consider the additivity problem. That is,
there are sometimes differences between impacts
derived from summing over numerous small areas
versus an overall large area impact (the whole
may not be the sum of its parts). This is
primarily a methodological problem which may be
overcome by clearly defining export expenditures
as being outside the region of which the
counties surrounding the site are a part.

Sector Disaggregation

To discuss this topic properly, an important
distinction must be made between intermediate
and final purchases. Final purchases are the
sectors in which consumer expenditures occur
(e.g., tourist spending on food and beverages,
angler purchase of fishing bait). In the
accounting system of an 1/O table, final
purchases are enumerated. in the final demand
vector. Intermediate purchases occur when firms
within sectors that produce recreation goods and
services buy from or sell to each other (e.g.,
canoe manufacturer’'s sales to a canoe livery).
Intermediate purchases are represented in the
interindustry matrix of an 1/O table.

Intermediate purchases.--For intermediate
purchases, meeting participants agreed that the
existing level of aggregation in RIMS, the
national 500-sector 1/0O model, was appropriate
for all but the retail, wholesale, and service
sectors. For example , there is already a
detailed breakdown of manufacturing at the
4-digit SIC level. Since capital expenditures
for recreation or tourism go into manufacturing,
sufficient disaggregation exists. Such is not
the case for the retail, wholesale, and service
sectors. For example , marinas do not have a
separate 4-digit code and are completely
dominated and subsumed by the boating dealers
sector. Certain manufacturing sectors have
their problems as well. This is especially true
for boat building (i.e., small boats) which is
hidden within the ship building sector. Yet,
boat building and marinas are important elements
in the recreation/tourism industry and have
different input structures that ship building
and boat dealers per se. An example of the
aggregation problem in the service sector is
commercial amusements. This sector is so highly
aggregated that it contains everything from
bowling alleys to ski lifts. In recreation and
tourism, retailing and services are major
components of the economic activity of many
local areas. Thus, being wrong in these sectors
can create more errors in multiplier development
than would be the case for large metropolitan
areas or other areas with diverse economies.

REIS, the national 1/0 model developed by the
Regional Science Research Institute (Stevens et
al., 1975) overcomes some of these aggregation
problems by providing 34 wholesale and 40 retail
sectors. The 40 retail sectors include RV's
(recreation vehicles like motor homes and
camping trailers) and most of the categories

that appear in the Census of Retail Trade.
However, REIS does not solve the aggregation
problems in the service sector.

In light of the above discussion, work
teams recommended that existing 1/O categories
be used except for wholesale, retail, and
service sectors. These sectors should be
disaggregated further into 2-digit SIC sectors,
perhaps using REIS as a starting point.

Final Purchases.--One recommendation was to use
the 84 consumer expenditure categories from the
National Income and Product Accounts (NIPA),
differentiating between local and nonlocal
expenditures for each sector for each recreation
activity. These 84 categories would become the
sectors in the final demand vector. Under this
recommendation, the NIPA categories would also
serve as the basis for gross private capital
formation, government expenditures, and exports.
For gross private capital formation
(construction of new facilities), one would need
to distinguish between private,
recreation-related construction and other
construction. For federal, state, and local
government spending, it would be necessary to
differentiate between recreation-related
spending (both construction, and operations and
maintenance activities) and spending for other
purposes. For exports, expenditures of visitors
from outside the region of concern would have to
be separated from the expenditures of other
visitors. The 84 consumer expenditure
categories from NIPA can also be used to
transform direct expenditures into 1/0
categories. Such a transformation becomes a
movement from purchaser to producer prices.

There are other ways of transforming one
expenditure system to another. One way is to
survey visitors to obtain expenditure
information and then transform the expenditures
into 1/0 categories through the use of the
Survey of Current Business “Commodity
Composition of Personal Consumption
Expenditures ." This is the procedure currently
being followed by the Forest Service’'s IMPLAN
system.

Both the NIPA and the Survey of Current
Business approaches call for the collection of
expenditure data directly from visitors. An
alternative to primary data collection would be
to pay someone to identify and publish an index
of existing sources of visitor expenditure data.
The point is that there are databases and
publications not widely circulated that contain
expenditure information necessary to estimate
the economic impacts of recreation and tourism.
Assembly of these sources might sometimes
preclude the need to collect primary data and
would be an important contribution.

Nonetheless, noncomparability of many databases
would likely be so troublesome that only general
expenditure profiles could be published in such
an index. In terms of accuracy, primary data
collection holds a strong advantage over
procedures involving secondary data.
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Task 3: Variables to be Assessed

To complete this task, work teams provided a list
of variables that should be measured in nationwide
surveys of the economic impacts of recreation and
tourism. There was general agreement among work
teams on the variables that should be assessed.
Differences were based on ways of categorizing or
organizing the variables. One way to organize the
variables is to divide them into those that may be
asked of an entire sample of visitors and those that
may be asked of a subsample on-site or at home after
a trip:

1. General variables to be assessed of entire
sample (necessary for visitor segmentation
purposes):

--origin and destination

--purpose of trip

--type of accomodations where staying overnight

--length of stay

--mode of transportation

--phone number and address to recontact
(recontacting critical to obtaining accurate
assessment of trip home expenses)

--day trip vs. multiday, single destination trip
vs. multiday, multiple destination trip

--number in party and party composition (family,
friends, etc.)

--equipment type (because, for example, those
with RV's may have different expenditure patterns
than those in family auto)

--demographics

--some expenditure data according to distance
from site (most useful would be food and beverage,
lodging, fees and charges, gasoline, equipment):
exercise caution with equipment expenditures because
some equipment purchases would be made regardless of
existence of a particular site

2. Specific expenditure data to collect from a
subsample of visitors (collect according to distance
from site); list not intended to be comprehensive
(may opt to use some subset of the 84 NIPA
expenditure categories):

--public accomodations

--eating and dining out

--groceries

--liquor stores

--gasoline and related services

--incidental sporting goods (bait, clothing,
etc.)

--car rental

--boat rental

--equipment rental

--public transportation

--personal services

--professional services

--hospital services

--finance services

--camping fees

--licenses

--outfitters and guides

--marinas

--mgvies

--amusements

--others
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Depending on the objectives of a particular study,
there are other ways of classifying these variables.
For example , agencies may want to measure all the
above variables in a given sample. Subsampling for
detailed expenditure data is meant to minimize
survey cost and respondent burden; its applicability
depends on the goal of the survey. The primary goal
of a nationwide expenditure survey might be to
develop a general model from a sample of visitors at
different sites. In that case, the samples would
too small to determine spending patterns at any
given site. Through a relatively small increase in
effort, the national sample could be segmented by
geographic region and other variables as listed in
(1) above. The national spending patterns could then
be applied to any site in the U.S. given some
knowledge of that site's visitation characteristics
(numbers of visitors, origin, activities, etc.).
Thus, a fairly large sample to obtain the data
listed in (1) above plus a relatively small
subsample to obtain the detailed expenditure
information listed in (2) would meet the goal of
establishing a nationwide recreation expenditure
database.

The use to which the survey data will be put must
be clearly specified before a methodology or survey
instrument can be properly developed. For example ,
do the potential users want measures of a few key
variables from a large sample in order to reduce
sampling errors or do they want detailed expenditure
data from a relatively small sample? The more detail
that is required of respondents, the greater the
1iklihood of increased sampling error.

Due to time constraints, discussion of
methodological details (i.e., specific wording of
survey i terns, sampling procedures) was superficial
Nonetheless, an important point for consideration
was that listing the variables should not
necessarily be the first step in collecting quality
expenditure data. Instead, the first steps should
be the specification of goals as stated above and
the development of a data collection methodology.
This methodology will then point out the key
variables to be measured and specific survey items
will follow.

There was a divergence of opinion as to the most
appropriate methodology to employ. Recommendations
included the following:

1. Personal, on-site interviews to increase
accuracy by reducing recall -problems.

2. Pay people to keep an expenditure diary of
their trip as is done in states like Massachusetts.

3. Have respondents keep a log of their
expenditures during all trips for 1 year.

4. Conduct mailback surveys especially for the
purpose of obtaining estimates of trip home
expenses.

Since there was no consensus concerning the most
appropriate method, the suggestion was made to
employ a variety of methods and allow the results so
derived to serve as checks of reliability and
validity.



There was consensus on two important points:

1. Federal agencies, states, and private interests
should work together (pool resources) to develop a
methodology and collect quality expenditure data on
a national basis.

2. A proper database will attract researchers to

do the needed analyses because quality databases of
this nature are difficult and expensive to obtain.

Task 4: Yodif ying IMPLAN

Work teams were asked to recommend modifications
in the Forest Service economic impact model, IMPLAN,
to account explicitly for recreation and tourism
impacts. The general recommendation was to tailor
IMPLAN to meet recreation and tourism needs.
Specific ways to perform such tailoring follow.

One recommendation was to encourage the Bureau of
Economic Analysis (BEA) to collect data more
appropriate to recreation and tourism therehy making
the national 1/0 model more realistic in terms of
this industry. Since IMPLAN is a subset of the
nat ional model , necessary improvements in IMPLAN
woul d followsuit. The results presented under Task
6 to follow provide further detail on this point.

Another recommendation was to develop or improve
certain intermediate purchase sectors in IMPLAN
relative to recreation and tourism. Tourist
expenditures currently are not well represented in
the sectoring of IMPLAN. The key sectors related to
the forest and grazing industries have already been
identified. The same could be done for recreation
by specifying the appropriate retailing and service
sectors (see also previous discussion under Task 2 -
disaggregation of sectors). Much of this
specification of recreation sectors could he done
immediately. Other tasks, such as placing the
hoating industry in the model correctly, could take
much 1onger.

In terms of final demand modifications, it is
again necessary to differentiate expenditures
specific to recreation and tourism, including
private capital formation and government
expenditures. In other words, retail trade and
services should he di saggregated in the final demand
sectors. 4s a starting point, this disaggregation
might he based on NIPA categories, which are closer
to consumer spending categories than those currently
in IMPLAN. An alternative for disaggregation is to
establish standard tourist expenditure vectors on a
total purchase basis (i.e., for now, do not worry.
about where purchases are made or by whom but
establish standard vectors on a per person per day
basis by activity). The next step would be to
regionalize the tourist vectors. IMPLAN currently
allows this without additional work hy using
impl ici t regional response coefficients generated hy
the suppl y-demand pool ing approach. Possible
improvements would he to adjust these implici t
response coefficients by regional experts or by
regression estimates of these coefficients using
additional exploratory variables.

The purpose of disaggregating final demand sectors
is to transform final demand categories into

intermediate purchase categories (usually SIC
codes). The NIPA approach would require respondents
to allocate their purchases into categories that are
already very similar to many 1/O sectors but may not
he specific to recreation and tourism. The tourist
vector approach would require respondents to state
how much they spent in various categories specific
to recreation and tourism. This latter approach has
the advantage of couching expenditures in terms
relative to the respondent, not the 1I/O model. The
analyst would still be required to transform
expenditures, via NIPA or other categories, into 1/O
sectors. These transformations could he developed
based on several case studies employing the
procedures recommended in Task 3. Once the
expenditure vectors and transformations are
specified, it would not he necessary to collect new
expenditure data for every situation. Instead, one
could predict spending based on data previously
collected and gather new data only on visitor days
of use by activity. Whichever approach is used, it
will still be necessary to differentiate the region
of impact according to resident versus nonresident
spending (i.e., have separate vectors for residents
and nonresidents.

Once the sectors are disaggregated or specified,
IMPLAN's output relative to recreation can and
should be simplified. That is, the full model may be
reduced to just those sectors impacted by
recreation. This is especially important for the
IMPLAN user because confusion with irrelevant
sectors is avoided.

One of the most serious gaps in the current
capahility of IMPLAN relative to recreation is in
the payments sector. That is, there is nothing now
in IMPLAN to specify the location of employees, or
owners of capital. Overall, this problem is related
to the lack of adequate data on income generated
versus income retained in region (i .e., in the
payments sector). This problem is important in
recreation and tourism because of the seasonality of
employment and husiness ownership For exampl e,
how much do college student employees spend in an
area? How much do they save for, say, tuition spent
elsewhere? This is a critical issue because the
induced portion of the income multiplier comes from
income respent in the region. By overestimating
income retained in a region, the income multiplier
is prohahly biased upward. Usual methods of
adjusting for income generated versus income
retained in a region (e.g., residence adjustments
from BEA, commutation data from the Census) are
probably inadequate due to the transient seasonal
employees in recreation and tourism sectors.

Task 5: Private Sector Data

This task required the work teams to describe the
potential role of the private sector in providing
data useful in determining the economic impacts of
recreation and tourism. Work teams suggested types,
sources, and means of obtaining such data at the
local (individual firm), state, and national levels.
An initial question raised was whether data from the
private sector were even necessary. The response was
that these data were useful at least as a supplement
and method of cross-checking publ ic expenditure
data. Also, a closer working relationship with the
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private sector may reveal more efficient economic
impact assessment methods than are in current usage
in the puhl ic sector.

The types of private sector data most needed in
economic impact assessment of recreation and tourism
are:

1. total sales

2. employment

3. payroll

4. tourist clientele sales as a percentage of total
sal es

5. percent of business purchases locally versus

outside an area

6. tourist expenditures (e.g., in private campground
stores)

7. industry inventories (e.g., when and what are the
sizes of boat inventories?)

In regards to the last data type, the point was
raised that industry inventories are often estimated
in 1/0 tables, a practice that may lead to
inaccurate resul ts. During downward cyclesin an
industry, inventories can accumulate and cushion the
response of increases in an activity. For exampl e,
an increase in boating production may be misleading
if there is no accounting for inventories. That is,
a 15% increase in hoating activity may result in a
5-10% increase in production because of accumulation
of inventory. The difference may be insignificant
if projections are for a relatively short period of
time (5 years, say).

Important sources of private sector data include:

1. Industry associations representing RV's, skiing,
hoats, marinas, sports equipment, lodging, sport
fishing, and so on; most of these possess visitor
and capital expenditure data.

? The American Recreation Coalition (perhaps as a
lead into the various industry associations), the
Travel. and Tourism Research Association’s National
Data Center, the U.S. Travel Data Center, chambers
of commerce, utilities, transportation agencies,
American Automobile Association -- all may at least
provide some purchaser characteristic data;

3. A new Bureau of Lahor Statistics quarterly survey
will include a section on leisure/recreation
purchases, hut it is uncertain when these data will
he available.

4. Special industry studies (may be proprietary in
nature).

5. Consul ting firms that conduct market surveys.

A. Sal es Management Magazine's annual survey of
buying power.

7. New York Stock Exchange (NYSE) shareowner survey.
The usefulness of the NYSE data would he to track
where profits go and to include an income
distribution analysis in IMPLAN (who wins andi who
loses within and across regions). That is, what
income is generated within versus what flows out of
a region? Is income in the hands of a few or spread
out among many? Often much of the income that is
venerated in a region flows away and is therefore no
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longer a benefit. The NYSE shareowner survey
provides data on which to estimate the origin sector
and recipient income class for one portion of
proprietary income -- dividends and payments. The
distribution of the other major income
component--wages and salaries--can he ohtained hy
refining “manpower requirements matrices” published
by the U.S. Bureau of Labor Statistics and Bureau of
Economic Analysis (see Rose, et al ., 1982). The
income mul tiplier in IMPLAN is for total income.
This may be an inaccurate indicator of well-being in
a region because wages generated may remain while
dividends and royalties may leak out. Thus, there is
often the need to disaggregate income into
appropriate categories before a multiplier is
applied. In the example where wages remain but all
other forms of income flow out of a region, the
proper analysis would he to apply the income
multiplier to household income alone.

In order to obtain private sector data, two
considerations are mandatory. First, there must he
an assurance of confidentiality. Second, mutual
benefits must he identified (i.e., what are the
advantages to individual firms?). Because of these
two important considerations, a nongovernmental data
collector (university or consulting firm) was
recommended.

Task 6: Changes Needed in BEA System

In the final task, work teams recommended changes
needed in data collection and analysis procedures of
the Bureau of Economic Analysis (BEA). Team members
identified five needed modifications.

First, it was recommended that tourism and
recreation professionals, not BEA staff,
disaggregate the tourism/recreation industry into
finer sectors as per the suggestions made in Tasks 2
and 4. One of these earlier suggestions was to
develop 2-digit classifications for services and
retail trade instead of the current combinations of
categories. For example , efforts should be aimed
at: (1) aggregating the no longer appropriate
manufacturing sectors; (2) identifying new

manufacturing sectors (genetics, robotics, etc.);
(3) disaggregating some manufacturing sectors (e.g.,

boat manufacturing from ship building); and (4)
disaggregating (eliminating the noise) the
amusements sector into major amusement categories,
such as major amusement centers, marinas, ski areas,
gol f courses, tenniscomplexes, and fitness centers.

Second, it was recommended that the BEA present
employment data in full-time equivalents (FTE's)
instead of the current practice of mixing full-time
and part-time employment. This change is especially
critical to the tourism industry bhecause of the high
degree of part-time employment in many sectors.

Third there is need for more consistency in
defini tfon of sectors and employment categories
among the BEA system, County Business Patterns, and
other national models. The current BEA I/O tahl e is
inconsistent with County Business Patterns because
different rules are used to categorize certain
husinesses and these rules are not clearly
articulated. Furthermore, other national models

fe.g., REIS)use different classification rules than



either County Business Patterns or the BEA. For
example, County Business Patterns uses unemployment
insurance figures to develop employment data. As a
result, many small firms not covered by unemployment
insurance are omitted in the analysis. REIS, using
different rules and data, is able to include very
small firms in its analysis; however, these rules
and data are not clearly specified.

Fourth, the BEA should conduct a periodic “Census
of Special Services” adjusting for seasonal
fluctuations in such industries as tourism and
recreation. This census is needed because the
current Census of Services is for selected services
only, not special ones like tourism. Such a census,
especially done in conjunction with transportation
and manufacturing censuses, would overcome many of

the problems associated with estimating the economic

impacts of recreation and tourism.

The fifth recommendation concerns better
interagency cooperation. The BEA should be
represented on tourist association statistical
committees and research branches of recreation
management agencies.

SUMMARY AND CONCLUSIONS

The results represent a convergence of sometimes
diverse opinions from regional economics experts
regarding six key issues which any agency must
face when involved in assessing the economic
impacts of recreation and tourism. Work team
participants were encouraged to present divergent
points of view on the assigned tasks. Before
preparing this paper’s resul t, we wrote a draft of
work team recommendations and mailed it to
participants for further comment. We then
integrated the participants’ comments with an
extensive literature review concurrently
performed under contract with the U.S. Forest
Service and Corps of Engineers (Propst and
Gavrilis, 1984). Our paper, therefore, is the
product of this synthesis of professional
experience and literature.

There are several important conclusions to be
drawn from the results presented herein. First,

“short cut” methods (methods other than 1/0
analysis) are appropriate only when the

expertise or resources (i.e., computer and
access to an 1I/0 model ) for performing an T/O
analysis are not availahle. These so-called
short cut methods are likely not “short” in the
sense of time or money. Four of the six methods
discussed (response coefficient , minimum

requi rements, mul tiplier given, and similar
sites) require the expertise of a regional
economist and/or the collection and analysis of
primary or secondary visitor expenditure data.
The two remaining methods (hrainstorming and
Delphi) require a relatively large investment in
time in contacting and ohtaining the appropriate
information from individuals and groups. We do
not mean that these methods should never he

empl oyed. We merely wish to point out that the
term “short cut” may be mi s1eading.

4 second conclusion is that 1/0 analysis
represents the most rigorous, accurate method of

economic impact assessment. Thisconclusion
emanates from the long-term experience of the
meeting participants with 1/0 analysis, the
availability of 1/0 models, and the existence of
computers capable of handling the data and

mat hemat i cal requi rements of such models .
Yowever, the rigor of 1/0 analysis can become an
important drawback. That is, a great deal of
experience and training is required before
analysts can understand how to perform an 1I/O
analysis and interpret its results properly.
The jargon that comes as baggage with any body
of knowledge is particularly voluminous and
confusing. Thus, to the uninitiated, 1/0
analysis may appear to he a black box with
volumes of data entering one side and results
(usually mulipliers) exiting the other. This
communication prohlem may be overcome to some
extent by employing one or more of the
alternative methods discussed above. These
alternative methods may be less rigorous than
1/0 analysis but more readily comprehended by
decisionmakers untrained in quantitative
economic analysis. These alternative methods
may al so serve as a useful check on the results
of an 1/0 analysis.

Despite their complexity, 1/0 analysis gives
the most complete picture of the sophisticated
interactions in an economy and they accurately
provide much of the information being requested
by decisionmakers (impacts on income, johs,
etc.). However, a third conclusion to be drawn
from the results is that the Forest Service's
IMPLAN, or any other 1I/O model, requires certain
key modifications to estimate precisely and
accurately the economic impacts of recreation
and tourism. The first modification required is
the disaggregation of the retail and whol esal e
trade and services sectors into categories that
accurately reflect the sellers and the producers
of recreation goods and services. Second, the
payments sector should he modified to reflect
the amount of income generated versus the amount
retained in a region. Thi rd, instead of
expressing mul tipliers as partial derivatives
(the wusual procedure), analysts should express
them in units that relate endogenous income or
employment to exogenous spending, such as total
employment generated per $1 ,000 of lodging
expenditures in a region. The result is

otherwise known as a response coefficient (Rose
et. al., 1981) or normal multipl ier (Archer,

1977). The fourth modification is to develop a
matrix of transformation indices that convert
final purchases (visitor expenditures) into
producer prices. Either National Income and
Product Accounts or Survey of Current Business
data may be used to develop this matrix.

Visitor expenditure data may be obtained
directly from consumers or from a compendium of
results from previous studies. Once vi si tor
expenditure profiles and a transformation matrix
are specified, it will no longer he necessary to
collect new spending data for every site or
situation. Fifth, for any economic impact

met hod, not just 1/0 analysis, resident spending
within a region must clearl y be separated from
nonresident spending wi thin the same region.
Such separation requires careful del ineation of
regional houndaries according to study obhjectives.
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Regardless of the method chosen, perhaps the
overriding concern of all meeting participants
was the estahl ishment of a rel iahle and valid
visitor expenditure database from a nationwide
sample. Input/output specialists can make the
aforementioned structural changes in IMPLAN or
other models relativel y easily. However, the
resul ts obtained (e.g., mulitipliers) will only
be as accurate as the expenditure data entering
the models. Currently, this high quality
expenditure database is lacking. Its
development should proceed in the following
sequence : (1) determine objectives and uses of
data, (2) estahlish detailed methodology, (3)
specify variables to be measured, (4) specify
the measurement instrument and items, (5)
pretest the procedure and instrument, and (6)
revise methodology and instrument. Agreement on
methodology is lacking at this time due to the
absence of data comparing the rel iahility and
val idity of such methods as personal interviews,
mai 1 back surveys, and expendi ture diaries.
Because Opinions on appropriate methods vary, we
conclude that, wherever possihl e, a variety of
procedures should he used on subsamples of the
population and results compared and made
available to the academic community for
criticial review. The work teams developed an
initial list of variables (both visitor
segmentation and expenditure variables) for
consideration.

Using the above model for developing a qual ity
expenditure data hase, the U.S. Forest Service,
Corps of Engineers, and National Park Service
have launched a nationwide effort at collecting
such data. The Public Area Recreation Visitor
Survey (PARVS) will he conducted in 1985 at
hundreds of federal resource agency and state
park sites across the U.S. A comhination
on-site and mailback survey, the PARVS has as a
major ohjective the collection of detailed trip
and annual expenditures for recreation and
tourism. The end product will be the only
national expenditure data hase of its kind. A
strong recommendation made by meeting
participants was an interagency cooperative
effort (pooling of resources) to estahlish the
heretofore missing national expendi ture
datahase. PARVS is such an effort. However,
there is no implied continuity to the PARVS.
That is , there is no guarantee that the same
data will he collected 5 or 10 years from now.
Therefore, another recommendation of the meeting
participants is that the Bureau of Economic
Analysis establish a periodic “Census of Special
Services” with recreation and tourism as one of
the special services highl ighted.

A fifth conclusion from the results presented
herein is related to the usefulness and
avnilahility of data from the private sector.
Such data are needed to check some of the
estimates derived from public data (Census,
PARVS, etc.) and to fill in some large gaps in
public datahases (e.g., percentage of tourist
sales in selected firms, inventory data, and
nonproprietary i ncome generated and retained i n
a region). Furthermore, such data must he
collected in a highly professional manner with
extreme care given tn confidentiality and
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henefits to private interests of making this
information available.

A final conclusion concerns the method for
obtaining the results-- the small work
team/creative problem solving format. The method
seems to hold much promise for technology
transfer. We hrought together a group of
regional economics professional s representing
wel 1 over a hundred years of training and
experience and were able to apply their talents
to a specific problem area in a
nonconfrontational manner. Numerous
investigations of the economic impacts of
specific recreation and tourism events and
developments have been conducted. Never hef ore,
however, has there been a concerted effort at
accurately assessing the secondary economic
impacts on a nationwide basis. The approach used
transferred vital technology to federal resource
management agencies, providing the basis for
creating a national expenditure database for
recreation and tourism. At.1 east two of these
agencies have plans to transfer this technology
one step further to their field planning
offices. The method also allowed those with
less experience in economic impact assessment to
learn much from those with more. Thus, as a
training tool, the method was also successful.

There are always improvements that can he made
in any methodological approach. We feel only
minor improvements are needed in the protocol
and format of the work team portion of the
meeting. However, we feel we should have heen
more diligent in obtaining comments on the work
team recommendations from the participants after
the meeting ended. In sum, we recommend the
method followed herein as an efficient approach
for transferring knowledge from one field to
anot her.
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Waterways Experiment Station
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Dr. Donald Holecek
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Michigan State University

East Lansing, MI 48824

Dr. Matthew Hyle

Dep. of Finance % Business Economics
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Detroit, MI 48202

Dr. Jay A. Leitch
Dep. of Agricultural Economics
North Dakota State University
Fargo, ND 58105

Dr. Wilhur R. Maki

Dep. of Agriculture & Applied Economics
University of Minnesota

St. Paul, MN 55108
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Dr. Charles Palmer (deceased)
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USDA Forest Service

Denver, CO

Dr. Dennis B. Propst

Dep. of Park & Recreation Resources
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East Lansing, M| 48824

Dr. Adam Rose

College of Mineral and Energy Resources
West Virginia University

Morgantown, WV 26506

Dr. William A. Schaffer

Dep. of Industrial Management
Georgia Institute of Technology
Atlanta, GA 30332

Mr. Eric Siverts

Land Management Planning Unit
USDA Forest Service
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Dr. David Snepenger
Waterways Experiment Station
Corps of Engineers
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Dr. Benjamin Stevens

Regional Science Research Institute
P. 0. Box 3735

Peace Dale, RI 02883

Dr. Daniel Stynes

Dep. of Park and Recreation Resources
Michigan State University

East Lansing, MI 48824

Ms. Nancy Tessaro

Natural Resources Management Branch
Chief of Engineers

Department of the Army

Corps of Engineers

Washington, DC 20314

Dr. Timothy J. Tyrrell
Dep. of Resource Economics
University of Rhode Island
Kingston, Rl 02881
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