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Spatially extensive analysis of satellite, climate, and census data reveals human-
environment interactions of regional or continental concern in the United States. A
grid-based principal components analysis of Bureau of Census variables revealed
two independent demographic phenomena, a-settlement reflecting traditional hu-
man settlement patterns and B-settlement describing relative population growth cor-
related with recent construction in non-agricultural areas, notably in coastal, desert,
and “recreational” counties and around expanding metropolitan areas. Regression
tree analysis showed that B-settlement was differentially associated with five distinct
combinations of seasonality, summer heat or cool, intensity of agriculture, and ex-
tent of “barren” land. Beta-settlement was greatest in coastal and desert areas, and
coincided with national concentrations of threatened and endangered species.

INTRODUCTION

The population dynamics of the United States afford particular oppor-
tunities for the study and modeling of population-environment interactions.
Unique among industrial countries, the United States simultaneously expe-
riences three strong population trends, namely immigration, natural in-
crease, and residential mobility. These forces have produced considerable

Please address correspondence to J. G. Bartlett, USDA Forest Service, Southern Global
Change Program, 920 Main Campus Drive, Venture Center Il, Suite 300, Raleigh, NC 27606;
e-mail: bartlett@unity.ncsu.edu.

Population and Environment: A Journal of Interdisciplinary Studies
Volume 21, Number 5, Summer 2000
© 2000 Human Sciences Press, Inc. 429



448

POPULATION AND ENVIRONMENT

=-4%) and node D showing high population growth (mean = 38%). Simi-
larly, calendar year of building for structures increased from left to right,
with node | supporting relatively old structures (mean = 1956.7) and node
D supporting recent development (mean = 1972.6) (Table 3). The relatively
narrow range in mean building age across the five nodes is noteworthy,
resulting from major post-World War Il growth. Node D differs markedly
from the other nodes because a large proportion of its growth is very recent
i.e. the mean age of building is a poor metric. Agricultural intensity and
farm density were highest in node I, moderate in nodes C and H, and low
in nodes G and D (Table 3). In contrast, house density, wealth density, and
both population density variables showed similar patterns across the five
nodes, with scores ranging from high to low sequentially through nodes H,
C, D, I and G. These results are, of course, to be expected on the basis of
the structure for the B-settlement vector in Table 2 but make explicit the
pattern in individual variables.

Local Patterns in Settlement

The high B-settlement scores for node D hexagons warranted further
investigation of these sites. These hexagons were associated with desert and
coastal dune ecosystems with at least 2 km? of contiguous barren land pres-
ent. In detail the beta scores in node D were bimodal in distribution, with
modes at values of 1.75 and 3.25. Since the node contained hexagons from
desert and from coastal areas (Figure 3b), the possibility that this bimodality
was associated with a desert versus coastal dichotomy was examined.
However, the distributions proved to be very similar for desert and for
coastal hexagons. Both groups therefore contained a subset of very high p-
settlement scores and a subset of lower ones. The largest B-settlement
scores were associated with the western desert counties surrounding Las
Vegas (Clark, Lincoln, and Nye, Nevada, and Mojave, Arizona) and with
the coastal barriers in North Carolina (South Bodie and Hatteras Islands in
Dare County). Figure 4 shows the location of those large (2 2 km?) coastal
dune ecosystems identified by our analysis. Coastal barrier hexagons with
the lower B-settlement values were associated with Northhampton and Ac-
comack Counties in Virginia and Kenedy County in Texas, areas classified
into node D because of their abundance of barren land. Table 4 summa-
rizes county-level demographic and photo-interpreted data for the node D
sites mapped in Figure 4. With few exceptions (Northhampton County, Vir-
ginia and Kenedy County, Texas), each county associated with these hexa-
gons had disproportionately higher population densities along their coastal
margins, spatially linking these coastal barriers to county-level population
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growth trends (CIESIN-SEDAC 1995). Regional differences in the extent of
population change at these sites are clearly evident in Table 4. Between
1960 and 1990 Florida counties experienced net growth of from 16 to 781
percent (107 to 781% if the anomalously low rates associated with Cape
San Blas for Gulf County are omitted). In contrast, counties associated with
the central Atlantic Coast barriers had growth rates of —23 to 300 percent,
and Gulf Coast counties associated with coastal barriers in Louisiana and
Texas had growth rates of =48 to 155 percent. Associated with these differ-
ences were larger counts of building permits (single-unit, multi-unit and
hotels alike) in Florida and New Jersey than elsewhere. Charlotte and Lee
Counties in Florida each experienced more than 500 percent growth during
this period. The rate of population increase for five of the coastal barrier
counties in Florida slowed during the 1990s, with Gulf County being the
exception (U.S. Bureau of Census 1998a). In North Carolina, Dare County
experienced most of its more than 280 percent growth on the narrow
coastal barriers of Bodie and Hatteras islands, adding an additional 16 per-
sons/km’ to this area. Dare County had the highest B-settlement scores of
all coastal counties identified and nationally was second only to southeast
Nevada.

We sought independent evidence of a relationship between population
change and land use for our coastal barriers. We used data (Lins 1980) on
changes in the extent of barren land between 1945-1955 and 1972-1975
for this comparison (Table 4). There was a significant negative correlation
(Pearson correlation = —~0.66, P =0.003) between the relative change in
barrier-specific barren land during this period and the concomitant change
in county-level population density (Figure 5). The large increase in barren
land for Parramore and Gasparilla Islands was due to the high rates of natu-
ral sand accretion associated with these barriers (Lins 1980, Dolan et al.
1985). The overall negative relationship in Figure 5, although for a very
different time period from ours, provides direct evidence that absolute in-
crease in human density creates development-related land cover change
on these coastal barriers, as postulated here from the contemporary national
analysis. '

Environmental Consequences

To determine potential threats of population growth and new building
on natural systems at the national scale, we mapped the separate distribu-
tions of threatened and endangered (T&E) terrestrial and semi-aquatic verte-
brates and terrestrial plants for the conterminous United States (Figure 6).
Several features of these maps are of relevance in light of the pattern of B-
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TABLE 4

County-Level Demographics and Barren Landcover Change Statistics
for Atlantic and Gulf Coastal Barriers Containing Large Contiguous
Blocks (2 2 km’) of Barren, Dune Ecosystems and Associated with
High Population Growth and New Building During the 1980s, USA.
(Ownership status was determined from 7.5 minute topographic maps
and US Census TIGER line files.)

County-Level Demographics

Absolute  # Single-
Ain Unit
% AinPop Pop/km’  Permits
Coastal 1960- 1960- 1970~
Barrier Unit' County/State 1990 1990 1989
Barnegat Island Ocean, NJ 300.2 195.7 84933
Rehoboth Island  Sussex, DE 54.7 16.4 19214
Cedar Island Accomack, VA 3.5 0.9 3558
Parramore Island  Accomack, VA 3.5 0.9 3558
Smith Island Northhampton, VA -23.0 -6.7 1354
Bodie Island Dare, NC 283.3 16.6 9395
Hatteras Island Dare, NC 283.3 16.6 9395
Core Banks Carteret, NC 91.5 18.4 9832
Core Banks Carteret, NC 91.5 18.4 9832
Bogue Banks Carteret, NC 91.5 18.4 9832
Cocoa Beach Brevard, FL 258.0 111.6 62438
Fort Lauderdale Broward, FL 276.0 293.8 121855
Miami Beach Dade, FL 107.2 197.9 131391
Captiva Island Lee, FL 514.4 1349 60922
North Captiva Lee, FL 514.4 134.9 60922
Cayo Costa Lee, FL 514.4 1349 60922
Gasparilla Island ~ Lee, FL 514.4 1349 60922
Little Gasparilla ~ Charlotte, FL 781.2 55.1 32216
Longboat Key Manatee, FL 206.1 73.7 23796
Cape San Blas Gulf, FL 15.8 1.1 1631
Gardner Island St. Bernard, LA 107.0 27.4 7445
Bastian Island Plaguemines, LA 13.4 1.1 0
Isles Dernieres Terrebonne, LA 59.6 10.2 5800
Matagorda Istand  Calhoun, TX 14.8 1.8 1304
San Jose Island Aransas, TX 155.4 15.0 761
Padre Island Kenedy, TX ~48.0 -0.1 0
Padre Island Willacy, TX -11.8 -1.6 770
Padre Island Cameron, TX 72.2 46.5 16724

L»sted geographically from northeast Atlantic Ocean to southwest Gulf of Mexico.

’P =private; L =
resource unit.

local; S=state; F=

federal; NC = nature conservancy; CBRS = coastal barrier
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TABLE 4 (Continued)

County-Level Demographics

¥ Multi- Total #
Unit Residential  # Hotel
Permits Permits Permits % A Barren, v
1970~ 1970~ 1970~ (A acres) Ownership
1989 1989 1989 Lins  (1980) Status’
22931 107864 105 -15 (195) P,S
7501 26715 72 +49 (612) P,S
639 4197 35 +43 (201) CBRS, NC
639 4197 35 +203 (1572) NC
176 1530 3 +75 (983) NC
1656 11051 45 +7 (965) P, NC, S, F
1656 11051 45 +4 (319) P, CBRS, F
4652 14484 37 +43 (445) F
4652 14484 37 +0.2 (8) F
4652 14484 37 +9 (68) P S
34389 96827 75 +32 (214) P F
256493 378348 121 -100 (832) P, S
240564 371955 154 -100 (672) P
67502 128424 95 -89 370) P, CBRS
67502 128424 95 -8 (47) P, CBRS, S
67502 128424 95 +14 (65) P, CBRS, L, S
67502 128424 95 +127 (191) P L
12593 44809 20 +42 (174) CBRS
38988 62784 48 -84 (326) P, CBRS, L
382 2013 16 -3 (46) P, CBRS, S, F
2947 10392 1 NA NA P
0 0 0 NA NA CBRS
1831 7631 11 -9 (81) CBRS
636 1940 8 +1 (66) CBRS, S
713 1474 8 +7 (795) CBRS
0 0 0 +7 (1381) CBRS, F
29 799 12 -3 (246) P, CBRS, L

11364 28088 107 -3 (246) P, CBRS, L
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FIGURE 5. Relationship between per cent change in barren land and
change in population per km’ for coastal barriers (Pearson correlation,
r=-0.66, P =0.003). These barriers contain large blocks of contiguous
(2 2 km?) barren land and were associated with high population growth

and new building (B-settlement) at the continental scale during the 1980s.
Note that sand accretion is common on some islands as a result of tide,
wave, and current conditions. The data points for Parramore Island,

Virginia and Gasparilla Island, Florida were outliers associated with

regions of unusually high sand accretion and were omitted from the

correlation and regression calculations.
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FIGURE 6. County-level distribution of endangered terrestrial and
semi-aquatic vertebrates (a) and terrestrial plants (b) for the conterminous
United States. Note the high concentrations of endangered vertebrates
along coastal margins and the high concentrations of endangered plants
in the desert West.

settlement in Figure 2 and its association with coastal and desert lands
(Figure 3a). First, the predominantly coastal concentration of T&E verte-
brates closely parallels the distribution of high B-settlement, persisting in-
land in the southwest deserts (Figure 6a). Regionally, California, Arizona,
and Florida have major overlaps of both T&E groups with high B-settlement,
but for T&E plants (Figure 6b) regional parallels also occur in Colorado, the



454

POPULATION AND ENVIRONMENT

3 9[ndas ejeonquil sAjpyoounarz VIS THESYMVH ‘31L3NL
17 a|ndou sepAw eiuojay> VIS NII¥D ‘J10NNL
L a(ndai nsiaquapynw sAwwaj> D09 ‘I1L¥NL
1 o|nda 1adnod spei0d uoysiewhiq ODIANI N¥31SV3 “IIVYNS
L o|ndas ejelude] ejelose) eIpoiaN HSYVW LTVS DILNVILY “INVNS
3 a|ndas smnoe snjApo201) NVII¥IWY ‘311d0D0YD
1 Jue|d sapioiydajay eiquoydng SNHJI3L ‘39dNdS
1 wed taqued ejqioydng S, 4393VD ‘I0Y¥NdS
3 jueyd eaplojjap “dss eapioyjap eiqioydng aiol13a ‘10dnds
3 weyd nuewdeys uvoipuapopoyy NYWAVHD ‘NOJYANIQOAOoHY
3 weyd njjews ejedAjoq ANIL ‘VIVDATOd
3 ueyd soprouenual efjadids NVILNID LOOWINId
L weyd eJe|[nq SeIUO[aH dWVYMS “MINId
3 ed snjjayond snweyjoSutiaag 1N41LNVIE ‘MVdMVYd
3 wed Hjjews enoejen S, TIVAS VI TIW
3 weyd eljojoejladse ejyoewisA] QIAVITHDNOY ‘341415350017
3 juepd ejejnuasd eydiowy ILVINNIYD ‘INVId-aV3Il
3 weyd eyeut)291 enuowanboef HOV3Ig ‘VILNOWINDDVI
L wed eyueuol enoinduly S,ATYHA0D ‘LIOMETLLNE
1 weyd eqje eopLqoey JLIHM “1SIN-V-NI-Sa¥Ig
L weyd Husoysajuy erodsoyoudyy S,NYINSIINY ‘HSNY-AINVIg
L wed snjiwnd snyjuesewy HOVIEVIS ‘HLINVIVWY
smejs dnoin aWeN JH1IuU3Is JWeN UoWWoD)
Aoy JHuouoxe |

Swa}sAs0d3 aun(y uaileg

snon3iuo) jo (unj g 2) sydojg 981e] pue Juswaplas-g YSiH yum pajerdossy sanuno) [ejseo?) ul
BulunoQ sjuelq [el)salia) pue sajeiqaliaA dnenby-1wds pue [el)saLa] pasaSuepul pue pausjealy]

S 114vl



J. G. BARTLETT, D. M. MAGEEAN, AND R. J. O’CONNOR

"pasaduepus = 3 ‘paudjealtyi = ||

wmwww:\wkumwk—wwum

—
w

Rl el e el st ol EE R ES I S R ¥E]

[ewew
Jewwew
jewwew
|ewiwew
jewiuew
|ewwew
|ewwew
|ewwew
jewwetw
piiq

piq

piq

piiq

pilq

piq
piq

piiq

piiq

piiq
pq
piq
piiq

piiq

pilq
piiq
piiq
piq
ajudau
aidau
apdai

snyns siues

snatould JOSIU snniss

14103 10]02U0DUOD SO

siyepaed syja4

stuaataatu smjouoijod snasAwosay
SMPURL SNYDAYDIL|

£30)]0} Ipunoienoef sija4
12n3n02 J0j02U0D Ssifa4

sNjoaIn| sNUE3LIBWE SNSIM

$1/B210q SOPIOILY

ijjednop Jjjednop eusals

eUBDLIBWIE PLIBJIAN

SAUBPLIO)) WNIPUURAES SNWURIPOWWY
SHIqeIIL SNUWIRIIBW SNWeIPOWLY
WNI0)2ES WNUBYISEIGUINIPIONE]|T)
1ajemye opidnd snyonuedwA |
SnpoJaW sniupeiey”

S1/BJUSPIDI0 SNUBDID

snaquinid sij1qeio0s snuieyisoy
5U9259]NIB0D SUIDSI|NIS0D BLIOD0joYdYy
snuti8asad oo)e4

sijeuolualdas sijesoway ooje
snupuny snuidatad oojey
snjeydasoonay smeoeljel

S1{BAIOQ SNIUBWNN

euEDLIAWIE SNID)

nuognpne Aemiuayo ereseie’)
ejjaied ejaseD

28001103 SAfays0oULID(]

ndwoy sAjayoopida

any 1om

XOd VINSNINIS VAIYWTIA “1T3NIINDS
VAo YIHINV

107300

HOVIE NYILSVIHLNOS ‘ISNOW
(VAIOH) NVIAN] 1SIM “J3LYNVW
IANNYYNDV(

NY¥11SVI AVDONOD

ADVIE YNVISINOT "¥vag
aiavyooI-aly YINDIdAOOM
31vISOY ‘NIl

QOOM MYOLS

YIddOHSSVID VARNOT ‘MOYYVIS
3AISY3S 31aVS 3dVD ‘MOUYVIS
SNONIDNUYIL SNIDVD TMO-AWDAd
WILVIYD SHILVMLLY ‘NIIDIHD-II¥IVd
ONIdId "43A01d

NMOYE ‘NVYIITid

TIVNS 3AVIDYIAT ‘1L

ANY¥DS YARO ‘AVI

INPDIYI ‘NOD VA

OQVYWOTdY NYIHLYON ‘NODTVA
INRIDIYId DILDYY ‘NODIV4

avd '31ovi

OWINST ‘MIATIND

DONIdOOHM “INVYD

J3153¥D S.NOINANY VEVIVIEVD

VIS AvIHYINOOT ‘I1L8NL

VIS MOVEYIHLYIT ‘T1LNL

VIS ATIAIN OILNVILY) S.JdWI ‘T118NL



456

POPULATION AND ENVIRONMENT

upper Michigan Peninsula, and in mountainous North Carolina where these
concentrations are associated with high population growth in the retirement
and recreation sector: all ten North Carolina counties in the southwest cor-
ner of the state are designated ‘retirement and recreation’ counties by the
Census Bureau (U.S. Bureau of Census 1992). Table 5 lists all T&E species
occurring in the high B-settlement coastal counties of our analysis: birds
and plants dominate the list, though many mammal and reptile species
occur in these areas as well. Each of the 21 coastal counties highlighted in
this study have at least five T&E species and 86 percent of those counties
have at least nine T&E species. In contrast to B-settlement, overlap of the
distributions of T&E species with high a-settlement areas (Figure 1) are
more limited, mostly to large metropolitan areas in Massachusetts, Florida,
and California.

DISCUSSION

Meyer and Turner (1992) suggest that to identify the key elements of
global land-use/cover change, researchers must “seek a middle scale be-
tween the global and the local at which to address driving-force change
relationships. The identification of a set of world-regional situations, de-
fined by both socioeconomic and environmental variables, may make pos-
sible generalizations that cannot be made at the global scale.” Turner et al.
(1995) further suggested that these world-regional situations permit “spatial
and temporal fine-tuning of the overall modelling effort as well as providing
the local and regional understanding that is vital for climate impact and
sustainability research.” The scale of analysis afforded by our EMAP hexa-
gon grid was ideal in meeting these criteria. Our use of a spatially hierarchi-
cal modeling algorithm combined with an extensive suite of demographic -
and environmental variables then allowed us to measure the interaction of
humans with land use, land cover and climate. This is evidenced by CART's
capacities to handle two-way patterns of interaction between population
and environment at regional scales (i.e. that climate may constrain human
activity while human activity may determine subsequent land use and
thereby influence climate [Salati and Vose 1984]) and to identify complex,
nonlinear contingencies and constraints of environment on population at
relevant spatial scales. In this article, we used a continental-scale analysis
to identify major regional patterns of interaction between population
growth and environment and then focused our efforts on a particular re-
gional pattern—population growth and new development in and around
coastal barriers—to reveal patterns of local population growth that stress
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these fragile ecosystems. Coastal dune ecosystems are rich in ecological
diversity but are considered fragile because they are extremely vulnerable
to human impacts (Marsh 1965, Dolan et al. 1973, Liddle and Greig-Smith
1975a, Clark 1976, McAtte and Drawe 1981, USDOI 1987, Dean 1988).

Why B-settlement?

One of the challenging, yet exciting, aspects of population-environ-
ment interaction in the continental United States is the ever dynamic state
of the nation’s population geography. It has long been known that the pres-
sure of humans on their environment is a function of population density
(Meyer and Turner 1992, Terborgh 1989) but the past three decades have
witnessed sharp and unanticipated shifts in patterns of residential distribu-
tion and mobility that yield a somewhat complex picture of these impacts.
Although the overall trend of population distribution through 1980-90 was
one of overall metropolitan gain, the decade actually displays two patterns.
The early 1980s were years when growth outside the metropolitan areas
slowed considerably as these regions were affected disproportionately by
the recession, with population eventually declining in many areas (Fuguitt
and Beale 1996). Migration balance thus once again favored metropolitan
areas. By 1986-87, however, non-metropolitan America had recovered
and was attracting and retaining people, and this trend, which appears to
be continuing, has renewed discussions about de-concentration in the U.S.
population. This de-concentration is largely attributed to innovations in
transportation and communication and in economic organization, coupled
with preference for living and working in low density settings (Fuguitt and
Brown 1990).

Although these broad trends are important it is necessary to recognize
that neither metropolitan nor nonmetropolitan U.S. have been homoge-
neous in their experience of residential mobility. One distinctive form of
regionalized growth in rural areas during the 1980s has been in exurban
counties, adjacent to metropolitan areas and connected to them by com-
muting (Frey 1995). This phenomenon is linked to the growth of “edge
cities” at the periphery of large metropolises. The term “edge city” was
coined by Garreau (1991) to describe a suburban center that transformed
from residential, rural, or mixed-use territory into an area that is a center
for jobs, shopping and entertainment—whether or not the area is a distinct
place defined by political boundaries (Frey 1995).

A second source of inhomogeneity in mobility has been in relation to
retirement, especially towards coastal areas. In the South, for example,
small metropolitan areas in the interior grew negligibly between 1985 and
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1990 whereas coastal Sunbelt areas fared much better (Frey 1995). Simi-
larly, many of the (non-metropolitan) counties classed as retirement coun-
ties by the USDA Economic Research Service had led the way in growth
during the “turnaround” period of the 1970s and have continued to experi-
ence growth throughout the eighties (Fuguitt and Beale 1996). Although
adversely affected by economic conditions in the early 1980s, they man-
aged to register positive net migration and they grew at a more rapid pace
than other areas. After 1984-85 the net migration rate for retirement coun-
ties increased each year, and that trend continued into the 1990s, register-
ing a net migration rate of 1.7 percent by 1993-94 (Fuguitt and Beale
1996). This growth in retirement migration (not all of which has been in
coastal areas) has been accompanied by a general trend in internal migra-
tion of movement away from the cold weather states toward the coasts,
especially along the Atlantic, south from the Chesapeake Bay, along the
Gulf Coast and along the Pacific rim (Farley 1996).

The concept of two separate and distinct patterns of settlement which
we term a-and B-settlement allows a more refined analysis—particularly in
quantified analysis—of the impact of human population on the environ-
ment than does use of simple population density. The composition of our
a-settlement index (Table 2) clearly parallels that component of population
growth associated with gross metro-centric expansion. Population densities
a decade apart, housing density, and wealth index all contributed to this
index and its distribution over space is essentially what one expected from
a knowledge of population distribution across the U.S., even to identifying
the exurban growth centers discussed by Frey (1995). However, this index
only accounted for just over half the variance in our nine-variable data set,
indicating that there existed major contributions of other sorts to the varia-
tion in the underlying demography. Our B-settlement vector picked up
more than half of the remaining variance and had a very different spatial
distribution than had o-settlement (compare Figures 1 and 2), as necessi-
tated by the orthogonal nature of their axes. Our B-settlement index appears
to parallel the coastal and Sun-belt concentration described above (Farley
1996). In this index, decadal population change was the major contributor
(compare the top left and bottom maps in Figure 2) but B-settlement was
more than population change: notice how the B-patterns are more distinct
than apparent in the population change in such states as Maine, Michigan,
Wisconsin, Minnesota, and Wyoming inter alia. Population densities can
rise or fall if occupancy rates of extant buildings change, and such patterns
impact the environment less directly, through the general activity of masses
of people. The B-settlement measure, however, requires new building in
parallel with population increase and additionally involves a non-farmland



459

J. G. BARTLETT, D. M. MAGEEAN, AND R. J. O’'CONNOR

focus. Whether the avoidance of farming is solely a complement of a-settle-
ment consumption of prime farmland (USDA 1996) or whether some other
issue is involved remains unknown. As presently constructed, our B-settle-
ment metric conceptualizes and indexes a particularly damaging form of
sprawl, of green-field building away from agricultural lands. In an environ-
mental impact context, if traditional settlement essentially results in major
destruction of Nature, then B-settlement indices herald developing impacts.
Its spatial and temporal patterning therefore provide valuable aid to envi-
ronmental policy analysis. As noted earlier, alpha and beta settlement focus
on nine demographic variables, but these models could be complemented
by adding explicit measures of exosomatic evolution outlined in the IPAT
(Ehrlich and Holdren 1971, Commoner 1972) and POET (Duncan 1964)
models (e.g., per capita increase in automobiles or computers) which may
better reflect patterns of energy consumption and subsequent environmen-
tal impact (Sterrer 1993).

Our conceptualization of the first and second principal component
axes as a-and PB-settlement asserts that reification (Blackith and Reyment
1971) of the PCA linear equations of variable values is useful. The underly-
ing equations may—but do not necessarily have to — be mere mathematical
artifacts: they may instead reflect a real phenomenon. As an example from
a different field, the first principal component of multiple morphometric
measurements on organisms typically yields equal positive loadings on all
variables, unequivocally indexing the real phenomenon of size: a smaller
organism is smaller on all measures, and conversely, and the first PCA axis
reflects this reality (Blackith and Reyment 1971). Our working hypothesis
here is that a-and B-settlement do indeed reflect reality rather than merely
mathematical out-turn, a view supported by the high variance accounted
for (78% against the random expectation of 2/9 = 22.2%) by the two princi-
pal components. Our discussion above further treated a-and B-settlement
as independent phenomena on the basis of their orthogonality within the
principal component analysis conducted. In essence this orthogonality as-
serts that there exist two clusters of variables within each of which the
variable values co-vary spatially whilst at the same time remaining inde-
pendent of the values of the variables in the other cluster. This orthogonality
does not assert anything about the pattern of temporal co-variation over
time. Should future research show that the component structures found here
are evident in analysis of each past decade’s variables, then a-and B-settle-
ment constitute temporally invariant structures of great value in conceptual-
izing settlement patterns. If, on the other hand, variable loadings change
over time, the a-and B-settlement concepts are best regarded as indices of
evolving settlement patterns whose changing loadings provide clues as to
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the causal processes involved. In either case the a-and -metrics transcend
the corresponding univariate metrics.

Our B-settlement is therefore a powerful new tool for identifying conti-
nental and regional-scale anthropogenic stress on the environment. This is
because B-settlement identifies population growth and new development
in areas away from traditional population centers and does so indepen-
dently of a-settlement. Increasing o-settlement in an area may intensify an-
thropogenic stress on its remaining natural resources such as wildlife but
area-sensitive species such as forest-interior birds (Terborgh 1989, Witham
and Hunter 1992) are likely to have been already lost in the earlier stages
of development associated with road expansion and infrastructure develop-
ment adjacent to existing population centers. Areas of high B-settlement are
therefore potentially more likely to experience natural resource degradation
in the forms of biodiversity loss and ecosystem simplification because of
the lack of prior anthropogenic stress on their resources. In fact, in coastal
dune environments, even minimal human impacts such as foot traffic de-
crease total plant cover and plant diversity (Liddle and Greig-Smith 1975a,
Boorman and Fuller 1977, Hylgaard and Liddle 1981, McAtte and Drawe
1981), impact invertebrate populations (Bayfield 1979), and alter soil char-
acteristics (Liddle and Greig-Smith 1975b). Thus our finding of a spatial
link between high values of our B-settlement index and landscape features
of special management concern has implications for conservation and pol-
icy development since these areas may still contain relatively intact ecosys-
tems in the early stages of human development. This finding is paralleled
by research in developing countries that indicates that once gross settle-
ment reaches a certain threshold (100 persons/km?), drastic environmental
deterioration occurs (Terborgh 1989). In the U.S. a particular threat arises
since the high B-settlement areas along the Atlantic, eastern Gulf, and Pa-
cific Coasts are strongly associated with high concentrations of endangered
terrestrial vertebrates, and high B-settlement areas in the desert southwest
and along the Pacific Coast are also areas where concentrations of endan-
gered plants occur (Figure 6). Dobson et al. (1997) concluded that a rela-
tively limited set of protected reserves chosen to be mutually complemen-
tary could protect the majority of the threatened and endangered species
of the United States. However, as most of their sites are located in areas
we identify here as likely to experience intensified new construction and
higher population density, there must be major doubts about the long-term
viability of such a strategy.

In our study, B-settlement was highest in the counties surrounding Las
Vegas, Nevada. Nevada has been the fastest growing state in the country
for twelve consecutive years from 1985-1997 (U.S. Bureau of Census
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1998c), and between 1990 and 1996 Las Vegas and its suburban neighbor
Henderson were the fastest growing metropolitan area and city, respec-
tively, in the country (U.S. Bureau of Census 1998b). Our study shows that
the highest concentrations of people in the area surrounding Las Vegas are
in close proximity to barren, desert ecosystems. Since population expansion
in these water-poor areas is spatially linked to existing infrastructure where
population density is relatively high (McKibben 1998), future population
growth, urban expansion, and concomitant diversion of resources, such as
water, are likely forms of imminent anthropogenic stress on these fragile
barren environments. This problem, although sharing the characteristics of
a nationally noteworthy impact on a fragile ecosystem, is sufficiently differ-
ent from the coastal issues not to be pursued here.

Coastal Barrier Development

The coast of the United States, like many other countries around the
world, has a long history of human development pressure (Walker 1990).
Coastal zones comprise 8 percent of earth’s land area, yet two-thirds of the
world’s population and 53 percent of the U.S. population live in the zone
(Culliton et al. 1990). Barrier beaches comprise 13-15 percent of the
world’s coastline and the U.S. coastline from Maine to Texas, containing
approximately 2700 linear miles of barrier islands (USDOI 1982), is the
“longest and best evolved chain of barrier islands in the world” (Godfrey
and Leatherman 1979). In addition to sheer population growth, other devel-
opment trends on and around coastal barriers, such as pressure to reclassify
CBRS lands and recreational pressure on natural shoreline communities,
can herald potential risks to geological and ecosystem integrity. Any reclas-
sification of CBRS lands involves restoring federal subsidies for infrastruc-
ture development and flood insurance and has major implications for con-
servation since these areas make up 29 percent (183,700 ha) of all Atlantic
and Gulf Coast barrier beach acreage. Despite much research, however, it
has proven difficult to quantify human-induced coastal change because of
the dynamic character of natural processes acting on the coast and because
of the equally dynamic response of humans to these phenomena (Walker
1990). Thus our coastal barriers exhibited much demographic variation
(e.g. from uninhabited Bastian Island, Louisiana to Miami Beach, with a
population of 70,700) and much variability of ownership (e.g. from single-
owner barriers such as Smith Island to multi-owner barriers such as Cape
San Blas). Our national analysis nevertheless indicates an important com-
monality across all of these barriers, the large blocks (=2 km?) of barren
land they contain. These large dune ecosystems provide critical habitat for
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many candidate and listed endangered species (Figure 6), and they are the
largest contiguous blocks of dune or barren habitat remaining along the
central and south Atlantic, and Gulf Coasts (Loveland et al. 1991). Qur
analysis in Figure 5 shows that within this group of nationally distinctive
barriers (Figure 3) any increase in population density has historically been
correlated with the loss of these ecosystems.

Our hierarchical regression tree analysis spatially links the occurrence
of high beta settlement to fragile dune and desert ecosystems, providing
for the first time a national context for this class of environmental threat.
Application of our model to policy analysis and formulation will need to
proceed along three lines. First, our model’s major contribution is to iden-
tify emergent patterns of human settlement—separate and distinct spatial
patterns in a-settlement and B-settlement which transcend simple metrics
of anthropogenic stress such as generic population density. Second, al-
though the environmental correlates of B-settlement established here—July
temperatures, seasonality—are of little practical predictive value short of
climate change, the regionalization of B-settlement levels associated with
the intersection of environmental and land cover constraints provides a re-
gional cast to the issues, stimulating a search for regional drivers of beta
settlement which are amenable to state or local control. Finally, our model-
ing approach can be re-scaled to exploit higher resolution land cover data,
such as Thematic Mapper 30m pixels, and census data such as block or
tract level records. Thus, while our existing model with its spatially coarse
resolution provides a national overview and context, its methodology
promises equivalent quantification of human-environment interactions
within a local context. It is important to remember that our beta settlement
model is a first approximation of potential human-environment interactions.
Analysis of large-scale patterns by correlation is prone to statistical artifacts
that do not reflect causal mechanisms, and our use of regression trees is no
exception. However, the end partitions identified by our regression tree
model imply that the regionalizations are real enough to warrant use in
formulating hypotheses for further study, and our post hoc perturbation
analyses ensured that our predictors were not confounded with others in
the very large suite of variables considered as candidate predictors. Other
factors not in the candidate predictors considered here may be confounding
variables but if so, their action is necessarily limited to a spatial domain
already approximated here by an end node contingent on the confounding
variable. Thus the present analysis limits the scope for potential mis-inter-
pretation and provides us with “experimental” and “control” domains
within which any potential confounding variable must display appropriate
effects. Ultimately, the greatest value of our modeling approach may be its
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ability to provide a perspective on human-environment interactions that is
common both to policy analysis of the local actions that are foundational
to global trends (Kates 1998, Hinrichsen 1998) and to policy analysis of the
emerging properties of global and continental systems (Turner et al. 1995).
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population growth, with resulting pressure on the environment. First, be-
tween 1980 and 1990 the U.S. population grew by 9.8 percent and since
1990 has continued to grow by an average of 1.0 percent per year (De Vita
1996). During the same period approximately 1.2 million immigrants ar-
rived in the country annually, though most of this immigration was concen-
trated into just seven states and fourteen metropolises (Farley 1996). Sec-
ond, industrial restructuring and internal migration (spurred by the search
for amenities, recreation, and retirement opportunities) resulted in major
shifts in population away from the North and East to the South and West
(De Vita 1996). Third, a continuing major trend has been the continued
growth of “edge cities,” with population moving away from the older cen-
tral areas (Garreau 1994). Nelson and Dueker (1990) estimated that one-
third of the population growth between 1960 and 1985 has been of this
“exurban” character. Growth in certain states and cities has been particu-
larly dramatic. During the last decade, the states of Nevada, Arizona and
Florida grew by 50.4, 34.9 and 32.8 percent respectively and between
1990 and 1997 Nevada, Arizona, ldaho and Utah recorded average annual
growth rates of 4.6, 3.0 and 2.5 percent, respectively (De Vita 1996). These
particularly rapid rates of growth—faster than many developing coun-
tries—are in large measure the result of dramatic and fast-paced distribu-
tion dynamics consequent upon industrial restructuring and changing mi-
gration patterns.

A second pattern of impact has been coastal, reflecting growth rates
in coastal areas that are triple the national average (Clark 1996). In 1998
population density in coastal counties was, at 341 people per square mile,
more than four times the national average, and this trend was expected to
result in nearly 75 percent of all Americans living in coastal areas by 2025
(Hinrichsen 1998). Growth was particularly high in the 1980s in Alaska
and in Florida (36 and 31 percent respectively), with California not far be-
hind (26 percent) (ibid.). '

These changes, accompanied by such shifts in demographic patterns
as increases in income and in leisure time and the aging of the population,
have placed considerable strain on the environment. They result in in-
creased demand both for resources (Shafik 1994) and for retirement and
recreational opportunities in non-urban areas (Culliton et al. 1992). It is
well known that contemporary changes in land cover are largely human-
induced (Allen and Barnes 1985, Whitby 1992) and that habitat loss is
the critical component of anthropogenic stress on the environment. This is
apparent even at the landscape scale in the U.S. where cumulative effects
of land cover change by individual landowners create changes that impact
ecological processes (Forman and Godron 1986). Rather little research ef-
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fort, however, has focused on understanding population-environment link-
ages in the U.S., despite widespread availability of reliable demographic
and environmental databases (Davis and Bernstam 1991, Population Re-
source Center 1992, Stycos 1993, Jolly 1994), and the development of in-
novative tools for assessing environmental quality at the landscape-scale
(see review by O'Neill et al. 1997). In fact, a literature review by Myers
(1991) concluded “There has been all too little assessment of the multiple
linkages between population factors and environmental degradation with a
view to evaluating their dynamic interactions.” Coarse resolution (1 km? or
greater) remotely sensed data for mapping land cover characteristics are
considered ideal for this type of analysis (Turner et al. 1995) but efforts to
develop relevant theory have been hindered by lack of empirical research
linking ecologically relevant landscape metrics and measures of human ac-
tivity (Jolly 1994). Much of the research conducted to date has focused on
individual sites or small regions (e.g., Wear and Bolstad 1998, White et al.
1996) or on individual ecosystems (O’Connor and Ehler 1991). Global re-
views that have been undertaken, often within internationally coordinated
programs (IGBP 1990, WCED 1987), have necessarily been at rather coarse
resolution and with considerable data uncertainty (Clark et al. 1986,
Houghton 1994, Turner et al. 1995). Orians and Skumanich (1997) there-
fore call for increased environmental analysis of methodological issues re-
lated to demographic analyses and greater interdisciplinary research on
population-environment linkages within the U.S.

Machlis and Forester (1996) have proposed a three-component model-
ing strategy for understanding human-environment interactions: (1) a theo-
retical framework for identification of variables of potential importance in
linking population and environment; (2) a conceptual model of correlation
and path analysis among population and environmental variables; and (3)
a predictive model using a parsimonious set of variables that identifies the
established patterns of interaction to support predictions of future out-
comes. Our study primarily addresses Machlis and Forester’s (1996) first
two modeling levels, currently addressing the third component only
through statistical (rather than causal) predictions as to response to future
change. Our theoretical framework is based on a priori selection of relevant
demographic, socioeconomic, climate, land cover and pattern metric vari-
ables. Our conceptual model then captures the interaction of humans with
the environment by linking ecologically-relevant climate and landscape
metrics with measures of human activity at relevant spatial scales, leading
to identification of patterns of regional collinearity or covariation between
component variables. We also incorporate the two-way nature of popula-
tion-environment interactions. Human activity can itself determine land use
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and thus modify environmental conditions on regional scales defined by
_ critical thresholds. Such critical thresholds and positive feedback mecha-
nisms have been demonstrated empirically for complex natural systems
(Grover and Musick 1990, Schlesinger et al. 1990). Finally, although not
developed extensively here, our model can be extended to predict future
changes in the intensity and distribution of human-environment interaction
under continuing demographic change and provide input appropriate to
policy analysis and development. Thus while the present article treats the
human-environment relationships established as static, the use of the model
results in future policy acknowledges the anticipatory nature of humans
(e.g. the capacity to change our present state by envisioning future modeled
states and implementing appropriate policy) as a critical but indirect link in
the longer term model development process.

Important considerations in modeling human-environment relation-
ships are: (1) the presence of multiple scales within the local, regional, and
global dynamics of these interactions; (2) the need to disentangle the com-
plex nonlinear interactions commonly found in these relationships; and (3)
the need to provide a local context within which the implications of conti-
nental-scale patterns can influence local policies and goals. Multi-scale
model development was addressed by Turner et al. (1995) who stated “the
relationship between scales of organization (cross-scale dynamics) is un-
known but important to determining scale boundaries and the influences
of key variables on emerging properties at different scales.” These scales of
organization may be particularly important since natural systems are hierar-
chically organized (Allen and Starr 1982, O'Neill et al. 1991) but our
knowledge of the links between these scales is currently poor (Allen and
Hoekstra 1992). The need to disentangle the complexity of non-linear in-
teractions has been emphasized by Geoghegan et al. (1998) who write
“ . most cases of land-use and land-cover change . .. are the result of
multiple actors and structures combining in complex, synergistic ways.
Moreover, critical exogenous forces, especially international and national
policy decisions, ... can be seen as shocks to the existing land manage-
ment system that fundamentally alter the pathways and trajectories of
change .. .."” These authors also emphasize that a linked land-use and
land-cover system may exhibit its own dynamics, independent of driving
forces, through path dependencies of the system originating in either self-
reinforcement (where returns increase with scale or agglomeration) or in
investment rigidities (where sunk costs or infrastructure development con-
strain and shape future development). Finally, the importance of local con-
text within continental-scale and global patterns was addressed by Kates
(1998) who stated: “we need to analyze local actions as the foundation for
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global trends . . . it is at the local level that we can most readily examine
the interaction of global environmental change with the other profound
changes of economic restructuring and population growth and migration
currently underway.”

In the present article we present an innovative hierarchical analysis
relating human activity to climate and remotely sensed land cover data
characterizing the environmental geography of the conterminous United
States. Our approach allowed us to identify and quantify broad demo-
graphic patterns linked to the natural and anthropogenic environment and
to demonstrate at a continental scale the intensity and distribution of hu-
man impact on particular ecosystems, notably coastal and desert ones.

MATERIALS AND METHODS

Our general approach was first to determine the values of demographic
and environmental variables across a regular spatial grid, then to identify
independent patterns of variation among the demographic variables by
means of principal components analysis (PCA), and finally to correlate
these patterns with environmental attributes of each location by use of re-
gression tree analysis. The spatially explicit correlates were then used to
identify regional patterns of human-environment impact.

Spatial Grid

Our spatial grid was the hexagonal grid developed for the U.S. Envi-
ronmental Protection Agency (EPA) for use in the Environmental Monitoring
and Assessment Program (EMAP) (White et al. 1992). Each hexagon was
approximately 640 km? in area and approximately 12,600 hexagons cover
the conterminous U.S. A hexagonal grid, unlike a square grid, has a con-
stant center-to-center distance between adjacent grid cells (here 27 km).

Demographic Data

We extracted nine variables from the county-level census files of the
U.S. Bureau of Census for 1990 (U.S. Bureau of Census 1990a). The vari-
ables chosen—population densities in 1980 and 1990, change in popula-
tion density over 1980-1990, mean age of built structures, metropolitan or
non-metropolitan status, total number of farms present in 1987, total acre-
age in farms in 1987, total number of housing units in 1990, and per capita
income in 1989—were those thought a priori likely to reflect human influ-
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ence (through population density and anthropogenic stress) on the environ-
ment. Population density and its derivatives are a driving force of global
environmental change due to their correlation with resource demand
(Meyer and Turner 1992). The other demographic variables we used were
thought likely to capture key aspects of anthropogenic stress in the U.S.
(Kiester et al. 1993, Wickham et al. 1997). The high rate of redistribution
of people in the U.S. (1 in 5 per year) warranted the inclusion of a popula-
tion change variable (Orians and Skumanich 1997). Our mean age of struc-
ture and per capita income variables captured aspects of timing of settle-
ment and intensity of consumption, respectively, these being variables also
considered important by Orians and Skumanich (1997). These two vari-
ables may also be surrogates of leisure income and of regional socioeco-
nomic patterns, in effect tracking seasonal population demands for recre-
ational and retirement opportunities and consequential building of second
homes (Culliton et al. 1992). Although household income is arguably a
better index of consumption pressures, we found that per capita income
and household wealth were correlated across counties, such that the latter
variable need not be computed for our hexagons. It is also possible to argue
for cross-walking variables such as income or wealth from county to hexa-
gon on a basis other than relative area of county-hexagon overlap, an ap-
proach of particular value if a spatially explicit model of the underlying
socio-economics were available (Costanza et al. 1993). Absent such a
model at this early stage, we adopted area-weighting . Then in order to
area-weight our county-level per capita income variable to the EMAP hexa-
gon grid, it was converted to the wealth density index used here. Wealth
density may be an index of affluence paralleling several theoretical con-
cepts outlined in the IPAT model (Ehrlich and Holdren 1971). Land cover
conversion to agriculture is a major global concern (Meyer and Turner
1992) but in the U.S. it is agricultural conversion to urban land that matters
since two-thirds of domestic agricultural production revenues are generated
in or adjacent to metropolitan counties (USDA 1996). Our farm density
and farmland proportion variables, coupled with census data on population
change rates and degree of urbanization, were intended to reflect regional
farmland conversion to suburban development and population growth in
sparsely-populated areas still containing remnants of intact natural ecosys-
tems (Ricketts et al. 1997). These nine variables only approximately capture
the human dimensions of the environment. Theoretical models of human-
environment interaction such as IPAT (Ehrlich and Holdren 1971, Com-
moner 1972) and POET (Duncan 1964) suggest that measures of affluence,
energy flow, and technology would better reflect human impacts on the
environment by indexing patterns of exosomatic evolution. Even without
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these, the suite of nine variables used here yielded just two principal com-
ponent axes that between them captured 78% of the variance (see below).
Hence incorporation of other variables is less likely to provide additional
predictive power than to provide greater insight into the processes underly-
ing the phenomena described here. Further research is necessary to address
these issues.

We mapped the county-based census variables to the regular EMAP
grid by overlaying a digital county-level boundary file onto the digital hexa-
gon grid in a GIS (ARC/INFO 1996, ESRI Inc., Redlands, CA) and calculat-
ing weighted values for each census variable in each hexagon from the
intersected coverage polygons (Table 1). All census variables were appro-
priately normalized prior to analysis.

The nine variables we chose were cross-correlated to various degree
and therefore did not constitute independent measures of human activity.
We used a principal components analysis (PCA) of the correlation matrix
of transformed variables to identify independent patterns of covariation and
thus reduce the dimensionality of the study (Mageean and Bartlett 1998).
Scores on each of the principal component axes of interest were then com-
puted for each hexagon for use as dependent variables in analysis here.

TABLE 1

County-Level Census Variables from the 1990 Bureau of Census
and Their Hexagon-Weighted Equivalents for the
Conterminous United States

County-level Census Variable

Hexagon-Level Equivalent

Total Population—1980

Total Population——1990

Per Capita Income (1989)

Total Number of Houses {1990)
not applicable

Total Number of Farms (1987)

Acres of Farmland (1987)

Mean Calendar Year of Building for
Structures (1990)

Metropolitan Status

Population Density / km? (1980)

Population Density / km?® (1990)

Wealth (income) Density / km?

House Density / km?

% Change in Population / Hexagon
(1980-1990)’

Farm Density / km’

Proportion of Hexagon in Agriculture

Mean Calendar Year of Building /
Hexagon

Proportion of Hexagon Classified as
Metropolitan

'Computed as: {(population in hexagon in 1990 — population in hexagon in 1980) / (popula-

tion in hexagon in 1980)}.
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The derivation of hexagon-weighted values from county-level census
data depended on GIS overlay from fewer (ca. 3,111 counties) to more (ca.
12,600 hexagons) spatial units, raising issues of true sample size. We there-
fore computed a PCA from the 3,111 county-based values to ensure that
additional cases created by the hexagon grid analysis were not generating
spurious structure. The change from county to hexagon spatial units could
have affected the results in either or both of two ways. First, the propor-
tional allocation assumes that each county population is distributed uni-
formly over the county. If, however, the population of a county intersected
by four hexagons were actually concentrated locally within the county, our
population estimate for the hexagon at that location would be too low and
the estimates for the other three too high. This process, assessed over all
counties, would introduce error variance tending to obscure the true result.
Second, the increase in sample size from ca. 3,000 counties to ca. 12,000
hexagons would approximately halve all standard errors, allowing effects
statistically insignificant with county data appear significant with hexagon
data. The two principal component analyses yielded virtually identical co-
efficients, indicating that the assumption of uniform distribution across
counties was adequately approximated by the data and that the results were
also well away from the marginal significance associated with large (N =
3,000) sample sizes. We therefore accepted the direct computation of hexa-
gon scores.

Land Cover Data

Turner et al. (1995) recommended using coarse resolution remotely
sensed data (1 km’ or greater) to map land cover conversion at the conti-
nental scale. Loveland et al. (1991) used Advanced Very High Resolution
Radiometry (AVHRR) meteorological satellite images to derive prototype
maps of land cover types for the conterminous U.S. at 1.1 km? sensor reso-
lution. We aggregated these data, with an urban class from the Digital Chart
of the World (Danko 1992) added, to derive our environmental correlates
(O’Connor et al. 1996). The resulting 160 land cover classes were aggre-
gated here to 14 coarser classes (Anderson et al. 1976)—cropland/pasture,
grassland/cropland, woodland/cropland, grass-dominated, shrub-dominated
rangeland, mixed grass/shrub rangeland, deciduous forest, coniferous for-
est, mixed deciduous/coniferous forest, water bodies, coastal wetlands, bar-
ren or sparsely vegetated land, alpine tundra, and urban areas. The repre-
sentation of each of these 14 cover classes was summarized by hexagon
across the 1.1 km? pixels within each hexagon and landscape metrics such
as patch size distributions, shape complexity, contagion and dominance,
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fractal dimension, types and frequencies of habitat edges, road abundance,
and total length of riparian systems were determined for each hexagon
(Hunsaker et al. 1994, O’Connor et al. 1996).

Other Environmental Data

We incorporated several climatic variables—annual precipitation,
mean January and mean July temperatures, and annual temperature varia-
tion (seasonality)—in the form of long-term climate averages from the His-
torical Climate Network (Quinlan et al. 1987, HCN 1996). The data were
modeled with 1 km resolution (except that precipitation was modeled to
10 km and then resampled to 1 km) and were then summarized within
each hexagon as average, minimum and maximum values. Other variables
included in the environmental data set were ownership (federal or non-
federal), road density (separately for major and minor roads), and stream
density. All were expressed as within-hexagon averages and corresponding
extrema (O’Connor et al. 1996).

Local-Scale Analysis

County-level census data (U.S. Bureau of Census 1990a) and building
permit data for coastal areas (NOAA 1998) were used to track growth pat-
terns in those local areas identified as of interest from our large extent anal-
ysis. Census tract-level (U.S. Bureau of Census 1990b, 1990c) and block-
level (CIESIN-SEDAC 1995) information was also extracted for such areas
to identify demographic characteristics for very local sites, mostly inhabited
barrier islands.

Land ownership characteristics for coastal barrier islands that proved
of interest (see Results) were assessed to determine protection status. Each
coastal barrier was evaluated for the presence of local, state, or federally
owned land (USDOI 1979, 1982, 1983, 1985) or Coastal Barrier Resources
System (CBRS) units (USDOI 1985, 1988). CBRS units are designated in
undeveloped and unprotected areas by the Coastal Barrier Resources Act
of 1982 and are ineligible for direct or indirect federal financial assistance
for flood insurance or infrastructure development.

Threatened and Endangered Species Data

County-level data on the distribution of threatened and endangered
(T&E) species of terrestrial vertebrates and plants for the U.S. (USEPA 1997)
were used to identify areas where T&E species concentrations paralleled
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areas of high population density and high population growth and new
building. We included species actually listed, species proposed for listing,
and species proposed for delisting, following Dobson et al. (1997).

Statistical Analysis and Modeling

We used classification and regression tree (CART) modeling (Sonquist
etal. 1973, Breiman et al. 1984) to identify significant, nonlinear, regional-
ized relationships between our response variables (two significant PCA vec-
tors) and the land use, pattern metric, and climate covariates. Traditional
linear regression and correlation techniques assume that each independent
variable entering the regression model has a common effect across the en-
tire sample, and this is not true in the face of regional effects. Moreover,
we lacked prior knowledge of the form of likely interactions, precluding
explicit specification of interaction terms. We used the S-PLUS (MathSoft
Inc. 1995, Seattle, WA) implementation of CART (Clark and Pregibon 1992,
Venables and Ripley 1994) to partition our response variables recursively
with respect to a set of selected covariates.

At each node the independent variable that best discriminated the re-
sponse variable was determined and used in the tree as the splitting variable
for that node. Discrimination was maximized by trying all possible splitting
thresholds for all possible prediction variables and choosing the variable
and threshold to maximize the differences in the response variable (maxi-
mum between-group diversity) before splitting the dataset into two subsets.
The process was then repeated independently and recursively on each in-
creasingly-homogenous subgroup until a stopping criterion was satisfied.
This tree was then pruned back using a ten-fold cross-validation strategy
(Clark and Pregibon 1992). This strategy reduced the propensity of CART
models to over-fit the data, though the optimum strategy for doing so is
currently the subject of debate among statisticians (e.g. Miller 1994; J. Sif-
neos, D. White, and N.S. Urquhart personal communication). We therefore
further randomly perturbed the response variable by 5 and 10 percent, in
turn, and re-ran the model to check for overall consistency in tree structure.
We also evaluated the robustness of the regression trees by deriving ver-
sions of them from randomly chosen subsets of the data and using these to
predict the response variables on the remaining test cases. CART models
are especially vulnerable to the normal collinearity problem—of non-inde-
pendent variables in the suite of explanatory variables—in linear multiple
regression (Longley 1967) because collinearity may be influential within
particular subsets of the data rather than globally. Since we wished to inter-
pret the role of predictors, and not merely obtain robust but uninterpretable
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models, we controlled for collinearity problems by randomly perturbing
each independent variable in the pruned model by up to 5 percent and re-
running the analysis to check for inclusion or omission of the variable in
the tree. Variables stable in the face of such perturbation could not be
markedly collinear with any other variable in the dataset. The models pre-
sented here passed all these checks.

Local Geographic Analysis

Our eventual analysis drew attention to particular land cover classes
and areas. To study these further we overlaid our modified (160 land cover
class) Loveland et al. (1991) land class map onto high resolution county
boundary maps of the United States and isolated the remotely sensed pixels
of interest within each hexagon. Correct identification of these sites (primar-
ily barrier islands and coastal sites) was then confirmed by reviewing
United States Geological Survey (USGS) 7.5 minute topographic maps (US-
DO! 1988) and high resolution census TIGER line maps (U.S. Bureau of
Census 1995). To track urban growth rates, barren land class conversion
rates, and coastal erosion and accretion rates for specific coastal barrier
islands, we incorporated information from photo-interpreted maps (Lins
1980) and annual shoreline change data (Dolan et al. 1985). Lins (1980)
was particularly useful since the land cover interpretation therein was de-
signed specifically for use with remotely sensed data and was based on the
Anderson et al. (1976) land classification scheme used here.

RESULTS

Continental Patterns of Settlement

The principal components analysis of the demographic data yielded
two significant vectors that indexed interpretable demographic phenomena
(Table 2). The first axis had relatively large positive loadings on four den-
sity-related variables—1980 and 1990 population densities, our wealth
density index, and housing density—and had smaller positive loadings on
farm density and proportion of metropolitan land; agricultural intensity and
building age were negligible in loading. Position on this axis was therefore
taken to be an index of human settlement (HSl) (Mageean and Bartlett
1998) with large positive values in historical population centers and low
values in historically low-population areas (Figure 1). We will term this type
of settlement alpha settlement (o-settlement), to distinguish it from a further
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TABLE 2

Component Loadings for Significant PCA Vectors of
Hexagon-Weighted Census Data for the Conterminous United States
(Axis 1 is an index of human settlement [a-settlement],
comprised of population density variables and its correlates.
Axis 2 is an index of density-independent population growth
and new building in nonagricultural areas [B-settlement].

Bold text denotes significant loadings.)

Hexagon-Weighted Census Variable Axis 1 Axis 2
Population Density / km’ (1980) 0.4467 ~0.0527
Population Density / km? 1990) 0.4493 0.0007
Wealth (income) Densaty / km? 0.4486 0.0223
House Density / km’ 0.4476 0.0068
Percent Change in Population / Hexagon

(1980~1990) 0.0848 0.5588
Farm Density / km’ 0.3121 -0.3613
Proportion of Hexagon in Agriculture -0.0573 -0.4583
Mean Calendar Year of Building for

Structures / Hexagon 0.0316 0.5769
Proportion of Hexagon Classified as Metropolitan 0.2971 0.1047

R*=54.0% R*=24.0%

type (below). The map of these values closely resembles a map of national
population density, reflecting the dominant importance of population den-
sity in characterizing gross demographic pattern. Within the PCA this axis
accounted for 54 percent of the overall variance in the nine-variable da-
taset.

The second principal component axis—by definition orthogonal to
(and therefore independent of) the first—had a very different structure (Ta-
ble 2). The largest positive loadings were on the year of construction for
buildings and for the magnitude of population change over 1980-90: areas
experiencing large relative population increase accompanied by recent
building activity therefore scored highest in this axis. However, the axis
also had substantial negative loadings on agricultural intensity within the
hexagon and on the density of farms in the hexagon, indicating that this
combination of population increase and building construction was differen-
tially located away from farmland. (This is in contrast with the traditional
settlement pattern of urban expansion encroaching onto prime farmland
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(USDA 1996).) The other four variables considered had negligible loadings
on this axis. Mageean and Bartlett (1998, 1999) termed this vector an index
of density-independent growth and settlement (DIGS index) to reflect its
independence of the traditional density-associated settlement of the HSI
score. From a landscape planner’s perspective, the phenomenon might best
be termed “de-densification” (C. Steinitz personal communication). Here
we will term it beta settlement (B-settlement) to distinguish it from the tradi-
tionally understood pattern of growth from existing centers of population
reflected in our first component score (a-settlement). This terminology bet-
ter captures the idea of independent facets of a common concept of settle-
ment pattern than does the HSI/DIGS language of Mageean and Bartlett
(1999). Within the principal component analysis this B-settlement axis ex-
plained 24 percent of the overall variance in the nine variable matrix and
the two patterns combined explain 78% of total variance.

Comprehension of the B-settlement concept is aided if we visualize the
spatial distributions of the four variables dominating its PCA axis by map-
ping them across the U.S. (Figure 2a): lightly shaded areas represent nega-
tive or low values, while darker grays represent hexagons with positive or
high values for the variable. The bottom map presents the mapped PCA
scores for B-settlement (Figure 2b). Note the high population growth and
new building associated with (a) Gulf and mid-Atlantic coastal counties, (b)
suburban counties surrounding rapidly expanding urban areas (e.g. Dallas/
Fort Worth, TX; Atlanta, GA; Minneapolis/St. Paul, MN), (c) recreational
counties (e.g. in Minnesota and in Wisconsin; the upper peninsula counties
in Michigan; the Poconos in Pennsylvania; the Adirondacks in New York;
and the Southern Appalachians in North Carolina), and (d) southwestern
U.S. counties in New Mexico, Arizona, Nevada, and California. The nega-
tive loadings on farm density and agricultural intensity for B-settlement are
obvious here as Midwest Cropbelt areas show very low scores for the index,
broken only by urban centers of population growth and new building such
as Des Moines in lowa, and Sioux Falls in South Dakota.

Correlates of Beta Settlement

Our vector for beta settlement (the per-hexagon PCA scores for axis 2)
was used as the response variable in a regression tree analysis using our
suite of environmental covariates as independent variables. The resulting
regression tree model incorporated two climate and two land cover vari-
ables and resulted in five terminal nodes (rectangular boxes in Figure 3a)
with markedly regional distributions (Figure 3a). Each terminal node is
viewed as the set intersection of the conditions in the branches from that
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FIGURE 2. (a) Spatial distribution across the conterminous United States
of the four dominant census variables in the second principal component
of Table 2—an index of density-independent growth and new building
away from traditional agricultural areas (B-settlement). (b) The hexagon-
level PCA scores for B-settlement are mapped. Note: B-settlement scores
increase with increasing population growth and newer structures and
decrease with increasing farm density and land proportion in agriculture.
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FIGURE 3. (a) Regression tree model for density-independent growth and
new building (B-settlement) and its environmental correlates across the
conterminous United States. Numbers inside the circle or box denote
mean values for B-settlement across all hexagons associated with that
branch or end node. The environmental variable that best explains the

variation in B-settlement for each recursive hexagon subgroup is shown at

each branch and its splitting value is given. (b) Regionalization of
environmental correlates for B-settlement predicted by the regression tree
analysis. All hexagons of one gray-shade share the same combination of
predictor variables, corresponding to a particular end node which is
labeled in the tree diagram along with its corresponding gray-shade.
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end node back to the root node, i.e. the regionalization of B-settlement
identified by each terminal node is the result of the interaction of demo-
graphics with a complex of constraints. As a result, similar B-values can
occur (even as an average) within the different end nodes but for different
reasons (if the correlation-implied causality is genuine). In fact, the distribu-
tions of B-settlement values for each end node partially overlapped. Nodes
Cand G, and to a lesser extent node H, largely overlapped each other but
the distributions for the beta values for hexagons in nodes D and | were
centered on markedly higher and lower (respectively) positions, with less
overlap with nodes C, G, and H. In addition, the distribution of beta values
from node D hexagons was noticeably bimodal, with modes at about beta
values of 1.75 and 3.25. Node | (Figure 3a) was a statistically distinguish-
able group of hexagons that had the lowest B-settlement of any in the U.S.
and comprised those hexagons that both had more than 9.4 percent of their
area in cropland and had high seasonality (above 25°C). Similarly, node
H comprised hexagons with high July temperatures (above 19.7°C), low
proportions of cropland, and high seasonality (Figure 3a), and these hexa-
gons had the second lowest B-settlement levels. Node G hexagons differed
only in having cooler July conditions (Figure 3a) and had intermediate rates
of B-settlement. Node 'C hexagons had less barren land but still had low
seasonality (Figure 3a), and had the second highest rates of B-settlement.
The greatest B-settlement was observed in the hexagons of node D, charac-
terized by reduced seasonality (under 25°C) and more barren land (Figure
3a).

The geographic distribution of the hexagons of each node is mapped
in Figure 3b and shows strongly regional patterns. Beta-settlement was low-
est in the very seasonal, agricultural Midwest from the Dakotas south to
northwest Oklahoma, and from southwest Minnesota through lowa, Illinois,
Indiana and western Ohio. The hexagons of node H bordered this zone but
also extended into New England and into Utah, and were often contiguous
with blocks of cooler summer, node G hexagons (Figure 3b). The bulk of
the rest of the country was covered by node C hexagons (largely seasonal,
with little barren land). Hexagons within node D had the greatest B-settle-
ment but were relatively scarce (about 5.2% of all hexagons) and were
spread in small clusters along the Atlantic and Gulf coasts (Figure 4) and in
larger clusters in the deserts of the southwest, notably along the border of
California with Nevada and Arizona (Figure 3b).

We disaggregated the B-settlement index into its component parts (de-
mographic variables) and summarized in Table 3 the distributions of these
variables within each end node. Percent change in population increased
from left to right in the table, with node | exhibiting negative growth (mean
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TABLE 3

Summary Statistics for Census Variables Across Regression
Tree-Defined End Nodes for Beta-Settlement Index

Census Variable Node min max mean s.d.
l -30.15 45.97 —4.01 8.97
Percent Change in H -31.98 96.52 0.95 12.74
Population {1980-1990) G -23.92 94.16 2.79 14.97
C -31.98 125.83 11.83 19.34
D -15.29 96.52 38.04 27.94
| 1939.00 1977.30 1956.71 8.72
H 1939.00 1980.00 1961.95 8.40
Year of Building G 1939.00 1980.00 1964.97 8.63
for Structures C 1869.88 1983.00 1969.02 6.23
D 1949.69 1981.00 1972.62 5.44
| 0.00 1.00 0.80 0.20
H 0.01 1.00 0.58 0.30
Proportion of Hexagon G 0.00 1.00 0.27 0.25
in Agriculture C 0.00 1.00 0.42 0.27
D 0.00 1.00 0.19 0.20
I 0.00 1.92 0.43 0.26
H 0.00 1.49 0.31 0.29
Farm Density/km’ G 0.00 0.70 0.10 0.11
C 0.00 2.18 0.24 0.26
D 0.00 0.70 0.06 0.09
] 0.12 642.01 10.28 28.78
H 0.07 2434.01 18.09 75.70
House Density/km’ G 0.11 89.03 4.50 7.87
C 0.06 3389.26 16.96 64.01
D 0.06 1414.69 15.50 65.85
! 2.56  25697.68 340.40 1128.96
H 1.19 105946.04 669.59 3193.49
Wealth Density ($)/km’ G 1.78 342711 117.50 268.86
(x 1000) C 1.15  128431.57 605.14 2666.75
D 1.15 62485.00 596.87 2902.35
| 0.27 1664.57 24.76 70.24
H 0.13 5578.72 43.22 183.04
Population Density/km’ 1980 G 0.18 204.73 9.02 17.81
C 0.1 8187.78 36.23 151.61
D 0.08 2939.12 29.82 140.09
| 0.24 1627.07 25.17 71.51
H 0.12 5737.34 44.32 184.08
Population Density/km® 1990 G 017 209.55 9.46 18.66
C 0.13 8422.34 41.06 160.38
D 0.13 3136.40 37.87  155.61




