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SURVEY RESPONSE-RELATED BIASES IN
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S mple nonresponse and selection biases that may occur in survey research such as contingent val-
u tion applications are discussed and tested. Correction mechanisms for these types of biases are
d monstrated. Results indicate the importance of testing and correcting for unit and item nonre-
sp nse bias in contingent valuation survey data. When sample nonresponse and selection bias go
u

:

corrected, welfare measures may be overestimated or underestimated contributing to potential
er ors in resource policy and management decisions.
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used in the valuation of environ-
nities and natural resources often

veys as a means of collecting data.
the strengths and weaknesses of

valuation techniques, the survey
y introduce problems of its own.
most troubling of these problems,

as it affects mail-administered sur-
ential for the introduction of
nly referred to as nonresponse

ias. These problems we refer

erm nonresponse bias is so specific
lies that nonresponse is the gen-
of the bias. As we discuss below,

urce  of bias. Systematic, interest-

t of Agricultural and
Athens; Christopher
tment  of Economics,

ral and Applied Economics,
H. Ken Cord&  is a research
Southern Research Station,

rest Service, Athens, GA.
ject was provided by the Georgia Agri-
ation, the USDA Forest Service, the U.S.
ers,  and the Tennessee Valley Authority.

induced responses to survey questionnaires
are potential active sources of bias.

Several researchers have recently exam-
ined the problem of SRB in the contingent
valuation (CV) willingness-to-pay (WTP) set-
ting. A general overview of sampling issues in
contingent valuation, including* nonresponse
bias, is provided by Mitchell and Carson.
Edwards and Anderson found significant dif-
ferences between characteristics of respon-
dents and nonrespondents. They also found
no significant bias introduced by culling
outliers, though this result is somewhat
unsatisfying. Intuitively, one would expect
self-selection to have far more influence on
the size of the sample than would culling.
Whitehead, Groothuis, and Blomquist found
no significant difference between respon-
dents and norespondents in their sample.
They used data from a previous survey of
the same sample to impute values for miss-
ing elements. No indication was given as
to why the data from the previous survey
were not used instead of imputation, and
they discussed a correction technique for
only one form of SRB. Another application
of testing for SRB is reported in White-
head (1991). The response rate from a gen-
eral sample was compared with the response
rate from an interest group sample. Mem-
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Sample Nonresponse Bias

If all members of the sample to whom
questionnaires are mailed-the surveyed
sample-respond with fully complete ques-
tionnaires, then there is no possibility of SRB.
However, it is unlikely that all recipients will
respond, so that the realized sample (the
final data set available to the researcher)
will differ from the surveyed sample. Conse-
quently, the sample available for estimation
may not be representative of the target pop-
ulation, a clearly undesirable circumstance.
There are two reasons for the difference. A
recipient may simply not return the question-
naire, thereby exhibiting unit nonresponse.
No information is available on that mem-
ber of the surveyed sample. When the recip-
ient returns the questionnaire but does not
answer certain questions of importance to
the study, item nonresponse has occurred. As
long as other questions are answered, some
information is available on item nonrespon-
dents. A survey can suffer from both types of
nonresponse, both of which remove an obser-
vation from the realized sample.

Nonresponse may occur randomly in the
sense that the factors affecting the probabil-
ity of response are not correlated with the
factors affecting WTF’.  If, as a result of this
kind of random nonresponse (either at the
unit or item level), identifiable subgroups of
the population are disproportionately repre-
sented in the sample used for estimation, and
these subgroups hold WTP values that dif-
fer from other subgroups in the population,
then SNB exists. SNB is a “passive” con-
cept. Some questionnaire recipients simply
do not respond, and there is no systematic
relationship between their nonresponse and
their WTP. The nonresponse, however, may
lead to a realized sample that is not repre-
sentative of the target population. Estimation
of a WTP function with nonrepresentative
observations will result in biased inference
with respect to population parameters. The
error will be further compounded by eval-
uation of the estimated WTP function with
biased sample statistics. The essence of SNB
is that the sample cannot speak directly to
the population.

Solutions to the problem vary with its
source. To correct for SNB due to unit non-
response, the available complete responses
may be weighted so that the weighted sample
statistics correspond to population parame-
ters obtained from census data (Anderson,
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Basilevsky, and Hum). Somewhat different
SNB correction techniques are used for item

and response equations, and cWTP,i  and
E RESP, i are identically independently dis-

nonresponse. Because there is some infor- tributed (i.i.d.) normal errors. The observable
mation available on item nonrespondents, it counterpart to RESPF is RESP, which takes
can be used to impute missing WTP values
(David et al.). Observations missing WTP or

on a value of 1 when RESPT is nonnega-
tive, and 0 otherwise. The number of unit

other values can be assigned those values on respondents is denoted by N. The number of
the basis of their similarity to other obser-
vations with like characteristics. Alterna-

complete, usable responses (the number of

tively, WTP values may be obtained through
item respondents or the realized sample) is

regres$ion  (Orchard and Woodbury, Demp-
denoted by II,  with the number of item nonre-

ster, Laird, and Rubin). While they serve to
spondents given by (N - n). The WTP equa-

reduce bias, imputation techniques result in
tion is called the primary equation while the

increaSed  variance and so make inference
second is referred to as the selection equation

about particular determinants of WTP diffi-
or the sample selection rule (SSR), since it is

cult (Mitchell and Carson).
the rule by which unit respondents self-select
into the sample of y1 complete observations.

Sample Selection Bias

Unit and item nonresponse may occur in such
a way that there is correlation between the
factors that determine survey response and
the fautors that affect WTP When this occurs,
SSB has its effect through the error term of
the WTP equation. SSB is an “active” con-
cept. Survey recipients who have a greater
intereslt  in the commodity of interest are
more likely to respond and thus will be
over-represented in the realized sample. They
may hold either higher or lower values for
the commodity of interest than other mem-
bers of the population. As in the case of
SNB, it is useful to examine response rates
of subgroups, but here interest lies in the
response rates within those subgroups rather
than between them. The question to be asked
is whether there is something systematically
working to cause some members of a par-
ticular subgroup (e.g., surveyed sample) to
respond while other members do not.

Due to the failure of some unit respon-
dents to provide valid data on either WTP or
one or more of the values in Xwrp,  the pri-
mary equation can only be estimated with the
realized sample. Therefore, the regression of
the primary equation over the realized sam-
ple takes the form

(4 E(WTP, I XwTp,  i 3 SSR)

= P~TPXWTP,  i

+ E(&wTp,  i FWTP,  i 7  SSR)

i = 1,. . . ) y1.

Suppose the SSR is that WTPi is observed if
RESP, is equal to one. If cWTp,i  and &RESp,i
are independent, then

(3) E(E WTP,iIxWTP,i,  SSR)

Heckman characterized the problem as
one of misspecification due to an omitted
variable. To see this, let the econometric rep-
resentation of the SSB issue be given by the
set of equations

= EC& WTP, i I xWTP,i  3 ERESP,  i

’ -k%ESP RESP,i- x >

=  0 .

(1) WTPi = P&TpXwTp,  i + &WTP, i

Hence, the factors affecting response are not
correlated with the magnitude of WTP On
the other hand, if E(EW~ ilXwTp,iSSR)  # 0,
the regression for the realized sample is

i=l,... ,n

WEsPT  = %SPXRESP,  i + &RESP,  i

i=l,... ,N

(4) E(WTPi IX,,,  i, RESPi > 0)

where WTPi is the respondent’s willingness-
to-pay, RESPT is the latent propensity
to respond, Xwr,,  i and Xansp,i  are vec-
tors of explanatory variables for the WTP

.

:= PILVTP~WTP,  i + ECEWTP,  i I&RESP, i

’ -f%ESp  R E S P , i- x >

and is clearly dependent on X,,,  i and

3%&n
Estimating the primary equation in
(4) is the true model generates SSB

the source of which is an omitted variables
problem.
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man provides a simple two-step ap-
detection and resolution of SSB

known and accepted. Heck-
riginal work focused on a model

context would involve estimating
itional probability

(5) Prob[WTPi  = llRESPi  = l]

= w$TPXWTP,  i + PhG

response and(or) item nonresponse.
WTP elicitation format, both types

sponse can be considered simultane-
a special case of (1) in the system of

t6) p:  = %VTPxWTP,  i + &WTP,  i

’T i=l,... ,y1

EM? = %EMXITEM,  i + F:TEM,  i

i=l,... ,y1 u

NITT = PLNITXUNIT,  i  + &UNIT,i

i = l , . . .  ,NS’

WTPT, ITEM:, and UNIT; are unobserved,
but WTP,,  ITEM, , and UNITi are observed,
taking on a value of one if their unobserved
counterparts are nonnegative, and zero oth-
erwise. The error terms are each normally
distributed with zero means and variances
normalized to one. The size of the sur-
veyed sample is given by N,, the number of
unit respondents by au, and the number of
item respondents-the realized sample-by
n,.  The selection equations are reduced forms
and should therefore be viewed as predic-
tors of :-esponse  rather than having important
econorr  ic content and interpretation.

All Tecipients  of a questionnaire must
decide whether to return it or not, and so
the uni: selection equation applies to all N,

members of the surveyed sample (if returned,
UNITi = 1). Of this number, n, make
the decision to return the questionnaire and
therefore must make the item response deci-
sion. The item selection equation is estimated
over the n,  unit respondents. The realized
sample is composed of those recipients who
return the questionnaire and also provide
answers to the DC WTP question and the
questions about the determinants of WTP
(if all of these questions are answered,
ITEMi = 1). These are the ~1,  observations
which can be used to estimate the primary
equation.

The model can be considered in a trivariate
specification in which both sources of selec-
tion bias, unit and item nonresponse, are ana-
lyzed jointly with the primary equation. In
principle, a trivariate probit  treatment would
serve in a joint analysis of three dichoto-
mous outcome variables. As a practical mat-
ter, however, the obstacle to this approach is
the difficulty in evaluating multivariate nor-
mal integrals of order higher than two. An
alternative is to proceed in a H2S fashion
analogous to (5) above. The two selection
equations can be estimated separately and
variables can then be constructed to repre-
sent item and unit nonresponse bias for inclu-
sion in a univariate probit  estimation of the
primary equation, as in (5).

Another way of addressing the problem is
to model the WTP equation and each selec-
tion equation in a pairwise  fashion, that is, to
specify a WTP/item model and a WTP/unit
model. The sources of SSB can then be
analyzed separately. This can be done in a
H2S fashion as shown above. In the case
of item nonresponse, the data for apply-
ing this approach are readily available from
the returned questionnaires. However, unit
response may be more of a problem because
of data limitations. The researcher typically
has little or no access to data describing the
unit nonrespondents. As shown in the empir-
ical application below, if the researcher can
obtain data on unit nonrespondents, the H2S
methodology can be applied to test for and
correct unit and item nonresponse bias.

Empirical Application

As part of a larger study of aquatic plant
management at Tennessee Valley Author-
ity (TVA) and U.S. Army Corps of Engi-
neers (USACE)  reservoirs, a CV study was
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conducted to estimate annual recreational
use v lues at Lake Guntersville, Alabama
under ;rvarying aquatic plant control alterna-
tives.

“,
‘ake managers were interested in how

differe t types of users value plant manage-
ment. Surveyed users were therefore classi-
fied as fishers and nonfishers according to
their self-reported primary use of the lake.
The dala  collection process was intentionally
designed so that the effects of SRB could be
accounted for in estimation. Questions rele-
vant to the benefit estimation portion of the
project were included in two pre-CV surveys
to provide backup data in the event that CV
response would be less than complete. Copies
of the ~ survey instruments along with their
cover and reminder letters are available from
the authors upon request. These surveys are
described below.

On-Site  Survey

The on-site use survey collected data on
retreat/ion use at Lake Guntersville such as
length of stay, number of annual trips, and
main activity. The on-site survey was admin-
istered~ at various recreational access points
surrounding Lake Guntersville. The form was
given iln a face-to-face interview by one of
two survey team members during the hours
of 9:Ot) a.m. to 5:00 p.m. Users of the lake
entering and exiting outside of these hours
were not surveyed but were accounted for in
the use estimation through the use of traf-
fic counters. The survey sites corresponded to
a stratified random sampling plan, except in
cases of severe weather or site obstruction.

In developing the strata for the sampling
plan, emphasis was placed upon identify-
ing ke’

1p
variables that might account for

potent’al variation within the sample. It was
determbned  that there are different types
and amounts of use occurring in different
parts 01 the lake during the different seasons
throughout the year. The strata types were
defined by season (fall/winter, spring, or sum-
mer), #ay type (weekend/holiday, or week-
day), qeographical  zone (northern, middle,
and so thern sections of the lake), and site
type (dksignated developed recreation areas,
boat launching and service facilities, and dis-
persed land informal recreation areas).

The Iprimary  sampling plan consisted of
fifty-four strata using the above definitions.
The basic sampling unit was the vehicle (e.g.,
car, truck, camper) that a person drove to a
site. A ~two-stage sample was selected within

strata. The first-stage units were clusters of
vehicles (i.e., all vehicles available at a partic-
ular site on a given day). These were called
site-days and were selected from a list by sim-
ple random sampling without replacement.
The second stage sample consisted of the
vehicles actually sampled for each site-day
combination.

We identified eighty-five access points that
met the criteria initially for the interview-
ing process at Lake Guntersville. Survey sites
were designated recreational access points
that were suitable for traffic counter equip-
ment and safe for the interviewing teams.
The sites were then stratified according to the
main type of recreational activity conducted
from each site. After surveying began, a few
sites were eliminated from the sample as they
were deemed unsafe or inaccessible due to
seasonal weather conditions.

A total of 4,219 persons were contacted on-
site, 4,021 of whom agreed to be interviewed,
for a 95% response rate. Persons interviewed
during the on-site survey were asked to pro-
vide their name and address for a follow-up
CV mail survey. Of those interviewed, 2,715
persons (68%) provided the address informa-
tion. Of these addresses, 155 were incomplete
or incorrect and could not be used. This left a
sample of 2,560 names and addresses for the
CV survey.

Residential Survey

The residential survey was designed to col-
lect lake use information from lake resi-
dents whose property was determined to
have either direct or indirect legal access to
the reservoir. In the questionnaire, lake res-
idents were asked to provide detailed infor-
mation on their recreational use occurring
from their lake front or lake access residence.

An initial list of names and addresses, rep-
resenting a complete inventory of lake prop-
erty owners, was obtained from the TVA
from an address database developed by the
agency for a lake property owners study
conducted just prior to ours. The database
was adjusted by removing and adding those
parcels that fit the necessary residential sam-
pling criteria of either being located directly
on the lake or with legal deeded access to
the lake. When the database for the residen-
tial population was complete, the county tax
assessors’ offices for Marshall and Jackson
Counties were contacted for mailing informa-
tion, which was used to create a sample of
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1,160 ad resses. However, a total of 109 of
these ad resses were incomplete or incorrect

i
and ther fore not usable, reducing the final
sample si e for the residential survey to 1,051.

described above. A total of 3,611
addresses were available (2,560

n-site survey and 1,051 from the
survey).’ The 3,611 CV question-

re mailed in the fall of 1992 fol-
il survey procedures discussed by
nitially, an explanatory cover let-

arlier surveys. Approximately one
the initial mailing, a post card

mailed to all individuals in the

was used to elicit WTP
t management in the CV

GTM) was a minimum con-

surface area. All sub-

ent Alternative A (MGTA), aquatic
ge was 20,200 acres (approxi-
of lake surface area). Manage-

oximately 20% of lake surface
ement Alternative C (MGTC)

plant coverage at 8,000 acres
12% of lake surface area).

the on-site and residential survey address
duplication. Overlap between these two

ases  was very small (e.g., less than ten cases).

Finally, Management Alternative D (MGTD)
set the amount of aquatic plants at near zero
acres of surface area.

Analysis of Survey Response-Related Bias

The variables used in the data analysis are
defined in table 1. Income, age, family size,
education, and an index of preference for
plant coverage at Lake Guntersville are
quantitative variables that were hypothesized
to distinguish unit respondents from unit
nonrespondents to the CV survey. A catego-
rization of users as lake residents and nonres-
idents is a qualitative attribute hypothesized
to be a distinguishing factor between respon-
dents and nonrespondents.

Testing for Sample Nonresponse Bias

A simple test for sample nonresponse bias
(SNB) on the unit level involves compar-

Table 1. Definition of Variables Used in
Analysis

Variable Description

USELAKE

IRESPSC

URESP

M G T A

M G T B

M G T C

M G T D

BID
INC

EDUC

AGE
AGESQ
F A M S Z
PLNPREF

RES

Dependent variable; 1 if would
use lake under management
alternative, 0 otherwise

Complete observation for scenario
j; 1 if yes, 0 otherwise

Returned CV survey; 1 if yes, 0
otherwise

Management alternative A; 1 if
observation on A, 0 otherwise

Management alternative B; 1 if
observation on B, 0 otherwise

Management alternative C; 1 if
observation on C, 0 otherwise

Management alternative D; 1 if
observation on D, 0 otherwise

Bid amount in questionnaire
Midpoint of respondent’s

income range
Index of respondent’s education

ranging from 1 (eighth grade or
less) to 8 (doctoral degree)

Respondent’s age
Respondent’s age squared
Number in respondent’s household
Index of respondent’s preferences

for aquatic plant coverage
ranging from 1 (very small
amount) to 5 (very large
amount)

Respondent a lake resident; 1 if
yes, 0 otherwise
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ing the distributions of characteristics of unit
respondents and nonrespondents. If there
are 4gnificant differences between the two,
then hhe presence of SNB is indicated. How-
ever, ~ unless there are data available on unit
nonrespondents,  the application of this test
is limited to item respondents and nonre-
spondents. For the Lake Guntersville nonre-
spondents, these data are available from the
pre-C!X surveys, for both unit and item types.
Thus,; we are able to estimate a unit response
equation and test for differences between
unit respondents and nonrespondents.

level. However, where the survey design is
appropriately stratified and the response rate
is high, as in our case, we have strong reason
to believe that the pre-CV survey is highly
representative of the target population.

At ~ this point, the objection may be raised:
“What if the pre-CV survey is not represen-
tative of the population about which infer-
ence hill be made?” If it is not, then the SNB
probllem  may simply be pushed up to a higher

The results of the SNB tests are shown in
tables 2 through 4. Table 2 applies to the
overall sample without regard to user type.
Tables 3 and 4 refer to fishers and nonfish-
ers, respectively. In each case, significant dif-
ferences exist between unit respondents and
unit nonrespondents at all three levels of
analysis. The implication is that the use of
respondent statistics in evaluating the esti-
mated WTP function would lead to SNB and
therefore nonrepresentative estimates of wel-
fare benefits.

Table 2. Tests for Sample Unit Nonresponse Bias, Overall Sample

Respondents Nonrespondents

Variable Mean std Mean std Test Statistic

INC 54,154 38,884 60,122 55,006 t = 3.24
AGE 50.4 14.6 42.5 15.4 t = -13.42
FAM$Z 2.7 1.2 2.6 1.3 t = -1.97
EDUC 4.4 1.7 3.7 1.6 t = -10.95
PLNPREF 2.9 0.9 2.9 1.3 t = 0.99
RES 0.20 - 0.06 - x2 =106.93

Table 3. Tests for Sample Unit Nonresponse Bias, Fishers

Respondents Nonrespondents

Variable Mean std Mean std Test Statistic

INC 49,121 34,948 56,433 53,246 t = 3.16
AGE 50.1 14.4 43.6 14.6 t = -8.31
FAM$Z 2.8 1.2 2.6 1.2 t = -2.67
EDUC 4.2 1.6 3.4 1.5 t = -8.40
PLNPREF 3.2 0.9 2.6 1.2 t = -9.78 ,
RES 0.16 - 0.01 - x2 = 91.34

Tablq  4. Tests for Sample Unit Nonresponse Bias, Nonfishers

Respondents Nonrespondents
Variable Mean std Mean std Test Statistic

INC 62,378 43,366 63,533 56,260 t = 0.39
AGE 50.8 15.0 41.6 15.9 t = -10.31
FAM$Z 2.7 1.2 2.7 1.3 t = -0.07
EDUC 4.8 1.7 3.9 1.6 t = -8.95
PLNPREF 2.5 1.0 3.6 1.2 t = 14.14
RES 0.24 - 0.11 - x2 = 59.18
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Testing fdr  Sample Selection Bias

On the other hand, nonfish-
hesized to prefer less aquatic
because of their concern that
nterfere with nonfishing activ-

ater skiing and swimming.
n pointed out that qualitative

els in a random utility context
estimated without an intercept
ere is “compelling reason to do

. However, appealing to the eco-
involved in valuing changes in

a rationed, nonmarketed good,
e curve should pass through the
e it represents the initial combi-
good and income. We therefore
intercept term from the WTP

edure required the estima-
item selection (ITEM) and
NIT) equations for the pur-

tructing variables to represent
t sources of SSB in the probit
ns. The probability of having a
ervation from a respondent on

item response, was specified as
UC, which were

apture familiarity with the lake
ge of its aquatic plant life. A
AGE was included to account

dummy variables were
control for interdepen-
bservations. The UNIT

y was assumed to depend
portunity cost of completing the

survey, which we proxy with the variables
EDUC and FAMSZ.

Table 5 shows the H2S results for fish-
ers, while table 6 reports the results for non-
fishers. Using difference-in-means t-tests, the
management dummy coefficient estimates in
ITEM for fishers are significantly different
from each another. The same hypothesis
test results held in ITEM for nonfishers.
Given their significance and their difference
from each other, they apparently captured,
as intended, the effects of scenario specific
heterogeneity in ITEM. EDUC, AGE, and
AGESQ proved to be good predictors of
response in ITEM for this data set, as did
EDUC and FAMSZ in UNIT for nonfishers.
However, FAMSZ did not aid in the predic-
tion of fisher unit response.

Examination of the H2S primary equa-
tions, WTPI (WTP, Item) and WTPU (WTP,
Unit), reveals that the coefficient estimates
changed with the inclusion of the selectivity
variables. This is an indication that the esti-
mator of the WTP equation without selection
(WTPNS) was biased. The greatest changes
occurred in WTPU for both fishers and non-
fishers. The estimated coefficients on the
management dummy variables within each
WTP equation were found to be significantly
different from one another when testing the
hypothesis with a difference-in-means t-test.
Their significance and difference from one
another may be an indication that respon-
dents did perceive a difference among the
various scenarios they were asked to value,
and that there was scenario-level heterogene-
ity present in the data. Whether they indicate
that there are significant differences among
the values associated with each management
scenario is discussed below. It must be kept
in mind that these coefficients are intended
to serve as indicators of whether the manage-
ment scenario with which they are associated
is valued differently from MGTM.

The coefficient estimates on the item and
unit selectivity variables were significant for
fishers and nonfishers alike, further indicating
that the realized sample suffers from SSB. To
interpret these estimates, it is important to
realize that the estimates from the WTPNS
models are based on a distribution truncated
by the action of a selection rule. When that
truncation is from below, as it is here, the
truncated mean is biased in the direction of
the coefficient on X (Greene). The positive
signs of the &‘s in the fisher selection mod-
els therefore indicate that the WTPNS model
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Table  5. Parameter Estimates, Heckman Two-Stage (H2S)  Models, Fishers

Variable ITEM UNIT WTPNS WTPI WTPU

MGT’A

MGTB

MGIC

MGdD

EDUlC

AGE

AGESQ

FAMSZ

BID

INC

A

-0.0563
(-0.687)
-0.162

(-2.018)
-0.207

(-2.605)
-0.151

(-1.880)
0.0608

(4.128)
0.0644

(17.061)
-0.000766

(-16.913)
-

- 0.247 0.239
(4.888) (4.664)
0.152 0.137

(3.015) (2.664)
-0.0179 -0.0369

(-0.353) (-0.712)
-0.261 -0.279

(-5.172) (-5.424)
- -

0.0920
(1.566)

-0.000320
(-0.005)
-0.172

(-2.924)
-0.407

(-6.922) ,
-

-

-

-

0.116
(7.395)
- - -

- - - -

-0.0551
(-0.252)

-

- - -

-0.00262
(-18.487)

0.00442
(8.993)
-

-0.00271 -0.00184
(-18.821) (-19.112)

0.00452 0.00228
(9.045) (6.290)
0.137 0.258

(2.407) (5.064)
4,335 4,339

-2,758.96 -2,758.96

-

- -

- -

4,715 1,464 4,416
-1,529.17 -918.03 -2,822.59

Table  6. Parameter Estimates, Heckman Two-Stage (H2S)  Models, Nonfishers

Variable ITEM UNIT WTPNS WTPI WTPU

MGT;A

MGTB

MGTC

MGTD

EDUC

AGE

AGE$Q

FAM$Z

BID

-0.153
(-1.462)
-0.248

(-2.413)
-0.309

(-3.037)
-0.304

(-2.993)
0.0734

(4.239)
0.0585

(12.108)
-0.000687

(-12.210)
-

- 0.140 0.199
(2.100) (2.872)
0.318 0.385

(4.665) (5.415)
0.394 0.472

(5.713) (6.501)
0.361 0.449

(5.317) (6.273)
- -

0.234
(3.002)
0.413

(5.211)
0.488

(6.126)
0.450

(5.708)
-

-

-

-

0.0941
(16.890)

- - -

- - - -

0.0325
(3.669)
-

- - -

-0.00341
(-16.514)

0.00401
(7.700)
-

-0.00343 -0.00261
(-16.346) (-15.524)

0.00393 0.00363
(7.472) (7.817)

-0.309 -0.153
(-3.244) (-2.343)
2,479 2,511

-1,519.78 -1,543.69

-

INC

A

2,765 1,162 2,529
-983.84 -787.11 -1,556.29
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tes the probability of a “yes”
o the DC question by not account-

In turn, WTPNS overestimates
ers because fishers who hold
for decreasing plant coverage

ore plants) are under-
he realized sample. The

ns of the &,‘s  in the nonfisher
te that the WTPNS nonfisher
stimates the probability of an
C response and WTP. Thus,

underestimates WTP for nonfishers
nonfishers who hold higher values

ng plant coverage (e.g., prefer
are under-represented in the

net economic benefits of
anagement at Lake Gunters-
as mean willingness-to-pay

y followed the numeric inte-
proposed by Hanemann.

ates of MWTP were calculated for
type. In estimating MWTP, vari-
held at their means in the overall

from all three surveys-
f only those observations

in the realized CV sample. This was done
to correct for SNB. The variable BID was
not held constant but was allowed to vary
because it is the variable over which integra-
tion takes place. The limits of integration for
the fisher and nonfisher models were found
by solving the respective estimated probit
WTP functions for the bid at which 80%
of respondents would have been expected
to answer “yes” to the DC question (lower
limit) and the bid at which 20% of respon-
dents would have been expected to answer
“yes” (upper limit).

The results of the integration procedure
are presented in figure 1 for fishers and
figure 2 for nonfishers, for each model type
and each management scenario. Given the
signs of the estimated coefficients on the
selection variables in the fisher H2S models, it
would be expected that the estimated benefits
would be greater for the model that does not
account for sample selection, WTPNS, than
for either of the two selection models, WTPI

$
1500

-1

P

00 '
N I U  N I U N I U  N I U  N I U

M A l3 C D

I Management Scenario/Model
(N=no selection model; I=item selection mode; U=unit selection model)

Figure . Mean willingness to pay estimates for H2S models, fishers
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(N=no selection model; I=item selection mode; U=unit selection model)

Figures 2. Mean willingness to pay estimates for H2S models, non&hers

and WTPU.  Contrasting the no-selection esti-
mates with the item-selection estimates, it can
be seen that this expectation is borne out. The
contrast is even more stark when consider-
ing the no-selection estimates relative to the
unit s

1
lection estimates. The latter appear to

indica e that fishers who hold lower values
for decreasing the amount and distribution
of the lants are greatly under-represented in
the sa ple. Similarly, WTPNS for nonfishers
under”stimates MWTP relative to the selec-
tion m
betwe t

dels. The notable exception is MGTM
n the no-selection and item-selection

model .
Foll wing

I
a procedure described by

Krins y and Robb, 95% confidence intervals
were calculated for the MWTP estimates
(not shown). The confidence intervals suggest
that the models without selection were seri-
ously iased with respect to the unit source
of SS

1

. For fishers, the confidence intervals
for ea h scenario’s WTPNS and WTPI mod-
els all; included the other’s point estimate.
The o ly scenario for which the WTPNS and
WTPd estimates may be said to be the same

is MGTA. Results for the nonfisher models
were similar. Overall, the indication is that, in
these data, the bias introduced by item non-
response does not seriously affect the esti-
mation of welfare benefits. Unit nonresponse,
however, had serious effects. This reinforces
the earlier observation that the management
scenario dummy variables within each model
have coefficient estimates that are statisti-
cally different from each other. The signifi-
cance of the selectivity coefficient estimates
is also reinforced.

Implications and Conclusions

Economists are frequently asked to estimate
the net economic value of a proposed or
actual change in the level of an environmen-
tal amenity or natural resource. The contin-
gent valuation method is often the technique
of choice, but one criticism of the method is
that the data used in estimation are obtained
via survey methods. The validity of the
method is questioned in large part because of
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tial for survey response-related bias
ollection.  Researcher awareness of
m, what causes it, how to recognize
at means are available to mitigate
can improve the estimation of wel-
fits. In turn, the management and

sed at least in part on such
can be improved with less chance
cation of resources. Mitigation has
wever-obtaining data on the sur-

nd that available from the

orted  in this paper suggest
and item nonresponse bias

ly conducted in CV studies.

etric  solutions described

dependent on what turns out to
CV applications-access
nrespondents. What can
rs do to improve access

s u c h a s the one

ed populations where the researcher
first conduct an inventory of the
population from which to draw a
Ideally, this inventory would cap-

d record information on 100% of
zed population. As in the Lake

dy, the inventory of a special-
conducted by the researcher
the source of  names and
llow-up surveys. To provide

informa-ventory.  This
uld include socioeconomic variables

es describing basic preferences. If
ation  is not collected as part of
nventory (e.g., if only names and

are collected), another option for
the data on unit nonrespondents is

follow-up telephone survey of

often involve surveys of the
lc.  In these applications, a sample
m a list of names and addresses

representative of the general
ts of names and addresses are
from private, survey sampling

ith a sample of the
ably reliable source

of data describing nonrespondents may be
obtained from U.S. Bureau of the Census
data. These data can then be applied with
post-survey econometric techniques of the
sort described  in this paper to correct for
nonresponse bias (e.g., see Cameron et al.).

When, for practical reasons, a researcher
needs to conduct a partial inventory of a
target population, there is always a danger
that the partial inventory will not be rep-
resentative of the population. For example,
the inventory may itself suffer from unit
nonresponse bias. Even inventory efforts tar-
geted at an entire population such as the U.S.
Census may suffer from nonresponse bias
because of practical problems encountered in
attempting to contact and interview all per-
sons in a geographical area. Unfortunately,
because in such cases we do not have infor-
mation identifying and describing unit non-
respondents, unit nonresponse bias cannot be
tested. The need for representative informa-
tion on nonrespondents reinforces the impor-
tance of proper design and implementation
of survey sampling techniques used to gener-
ate the inventory.

accepted July 1999.1
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