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ABSTRACT After causing substantial mortality in the northeastern and mid-Atlantic United States,
the hemlock woolly adelgid, Adelges tsugae Annand (Homoptera: Adelgidae), has recently invaded
the southern Appalachian region. Although general estimates of regional spread exist, the landscape-
level dynamics ofA. tsugae invasion are poorly understoodÑparticularly factors predicting where the
pest is likely to Þrst infest a landscape. We examined Þrst-year infestation locations from Great Smoky
Mountains National Park and the Blue Ridge Parkway to identify possible factors. For 84 infested and
67 uninfested sites, we calculated values for a suite of variables using a geographic information system.
After identifying signiÞcant variables, we applied four statistical techniquesÑdiscriminant analysis,
k-nearest neighbor analysis, logistic regression, and decision treesÑto derive classiÞcation functions
separating the infested and uninfested groups. We used the resulting functions to generate maps of
A. tsugae infestation risk in the Great Smoky Mountains. Three proximity variables (distance to the
closest stream, trail, and road) appeared in all four classiÞcation functions, which performed well in
terms of error rate. Discriminant analysis was the most accurate and efÞcient technique, but logistic
regression best balanced accuracy, efÞciency, and ease of use. Our results suggest that roads, major
trails, and riparian corridors provide connectivity enabling long-distance dispersal of A. tsugae,
probably by humans or birds. The derived classiÞcation functions can yield A. tsugae infestation risk
maps for elsewhere in the southern Appalachian region, allowing forest managers to better target
control efforts.
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connectivity

Forest product losses and control costs in the United
States caused by nonindigenous insects have been
estimated at $2.1 billion per year (Pimentel et al.
2000). In ecological terms, these invaders substantially
change forest composition, structure, and microenvi-
ronment, alter critical ecosystem processes, and en-
able further invasion and disturbance (Liebhold et al.
1995, Orwig 2002). The hemlock woolly adelgid,
Adelges tsugae Annand (Homoptera: Adelgidae), rep-
resents a signiÞcant threat to the long-term health of
forests in the southern Appalachian Mountains of the
United States. An Asian native accidentally intro-
duced to Richmond, VA, in the 1950s, A. tsugaewas at
Þrst considered a mere nuisance to ornamental hem-
locks (McClure et al. 2001, Cheah et al. 2004). How-
ever,A. tsugaemoved into natural forest stands during

the 1980s, causing extensive hemlock mortality in the
northeastern and mid-Atlantic United States before
recently moving into the southern Appalachian region
(Cheah et al. 2004).
A. tsugae attacks all age classes of eastern hemlock

(Tsuga canadensis Carrière) and Carolina hemlock
(T. caroliniana Engelmann), the regionÕs native spe-
cies. Neither species is resistant, although infested
trees in more mesic sites or in deep ravines may ex-
perience slower mortality (Orwig and Foster 1998,
McClure et al. 2001, Ward et al. 2004). Both T. cana-
densis and T. caroliniana are slow-growing, long-lived,
and occupy ecological niches not easily Þlled by other
tree species (Orwig and Foster 1998, Ward et al. 2004).
A. tsugae is parthenogenetic, with two annual gener-
ations on hemlock: the sistens generation hatches in
late spring and survives for about nine months, while
the progrediens generation hatches in early spring and
survives for about three months (Cheah et al. 2004).
Typical egg production is high for both generations:
50Ð175 eggs for sistens, 25Ð125 eggs for progrediens
(McClure et al. 2001). This supports explosive popu-
lation growth that can quickly lead to severe needle
loss and dieback, often killing trees within a few years
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of infestation (McClure et al. 2001, Cheah et al. 2004).
A. tsugae eggs and mobile Þrst instar nymphs, or crawl-
ers, are passively dispersed by wind, deer, birds, and
humans, perhaps as much as 30 km per year (McClure
1990, 1996; Souto et al. 1996, Cheah et al. 2004).
Adelges tsugae has no natural enemies in the

United States, and broad chemical control is unfeasi-
ble for natural hemlock stands because of cost or, in
some cases, habitat sensitivity (Wallace and Hain
2000, Ward et al. 2004). Biological control has been
embraced as the most effective approach for A. tsugae
management. Imported predator species such as
Sasajiscymnus tsugae Sasaji and McClure (Coleoptera:
Coccinellidae) and Laricobius nigrinus Fender (Co-
leoptera: Derodontidae) have been released in for-
ested areas, and there is ongoing research into insect-
killing pathogens (Cheah and McClure 1998, Cheah
et al. 2004, Flowers et al. 2005). Nevertheless, pred-
ators and other control agents take time to establish
in a new setting, and establishment must happen be-
fore A. tsugae causes irreversible damage (Cheah and
McClure 2002, Orwig et al. 2002, Cheah et al. 2004).
Therefore, ourchief researchobjectivewas todevelop
a method for prioritizing hemlock stands by infesta-
tion risk. This would, in turn, help forest managers
narrow their area of focus and better target their
A. tsugae control efforts.

Previously, the regional pattern of A. tsugae dis-
persal has been estimated at a coarse, county-level
scale (Fig. 1). Finer-scale factors inßuencing spatial
distributionÑsuch as topography or connectivity of
host species standsÑhave generally been neglected,
in part because low-level A. tsugae populations can be
difÞcult to detect (Orwig et al. 2002, Costa 2005). We
set a goal to incorporate landscape-scale factors shap-

ing A. tsugae spread into our prioritization method.
Circumstances in the southern Appalachian region
granted us a rare opportunity. Because we were able
to procure data depicting speciÞc geographic loca-
tions where A. tsugae was Þrst detected in the region,
we could apply multivariate statistical classiÞcation
techniques to (1) identify key landscape variables
distinguishing infested and noninfested sites, and (2)
build functions based on these variables to predict the
sites most likely to be infested. By implementing
these classiÞcation functions in a geographic informa-
tion system (GIS), we hoped to create useful maps of
A. tsugae infestation risk.

Statistical classiÞcation methods that may be ap-
plied in such a manner include discriminant analysis
(a parametric approach with linear and quadratic
forms), k-nearest neighbor analysis (a type of non-
parametric discriminant analysis), logistic regression,
and decision trees. Generally, these techniques assign
a given observation to one of two groups based on
measurements for a suite of variables (AÞÞ et al. 2004).
They require an initial sample where the group des-
ignation of each observation is known a priori,
which serves as a training data set for calculating a
function that can be used to predict the group mem-
bership of additional data points (McLachlan 1992,
AÞÞ et al. 2004). While similar in application, the
mechanics of these techniques are quite distinct, and
each operates under different assumptions that may
affect the implementation or the performance of the
technique. For example, linear and quadratic discrimi-
nant analysis are restricted to continuous explanatory
variables and assume the input data have a multivar-
iate normal distribution, meaning data transforma-
tions are commonly necessary (Johnson and Wichern
2002, AÞÞ et al. 2004). Instead, a nonparametric tech-
nique such as k-nearest neighbor analysis may be used,
but it is likely to be outperformed by linear/quadratic
discriminant analysis if the data can be successfully
transformed to multivariate normality (Khattree and
Naik 2000). Logistic regression also does not assume
normality and can handle both continuous and cate-
gorical input variables (Neter et al. 1996, AÞÞ et al.
2004). Nevertheless, it can be sensitive to outliers and
multicollinearity and requires a large sample if many
variables are used (Peduzzi et al. 1996, Allison 1999,
AÞÞ et al. 2004). Decision tree approaches are non-
parametric, can accommodate many variable types,
and yield a set of interpretable rules for classifying
additional data (Murthy 1998, DeÕAth and Fabricius
2000). However, they may require large input samples
for accurate classiÞcation, and the output decision
trees may overÞt the input data if not pruned using
validation data or some other approach (Breiman et al.
1984, Jovanovic et al. 2002).

All of these techniques have been used with some
success in predicting invasion patterns for a variety of
landscapes (Beck et al. 1994, 1997, Gumpertz et al.
1999, Negrón et al. 2000, Kelly and Meentemeyer 2002,
Liu et al. 2003, Wilson et al. 2003, Rouget et al. 2004,
Jacquez et al. 2005). None consistently outperforms
the others in all circumstances (Murthy 1998). For

Fig. 1. Spatio-temporal pattern of spread of the hemlock
woolly adelgid (by county) in the southern Appalachian
region.
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relatively small, heterogeneous environmental data
sets such as ours, it can be difÞcult to predict which
methods will work best. Therefore, to develop the
best function for predicting areas most likely to be
infested by A. tsugae, we compared the aforemen-
tioned classiÞcation approaches in terms of their ac-
curacy, efÞciency, and interpretability when used in a
GIS context, as well as the landscape variables each
identiÞed as important for A. tsugae spread.

Materials and Methods

We performed all statistical analyses using SAS 9.1
software, including the SAS Enterprise Miner module
for building decision trees (SAS Institute 2003). We
used ArcGIS 8.3 software (Environmental Systems
Research Institute 2002) for GIS operations.
StudyArea.We used data from Great Smoky Moun-

tains National Park (GSMNP) and the Blue Ridge
Parkway (BRP), two U.S. National Park Service units
in the southern Appalachian region (Fig. 2). A large
park (�2,000 km2), GSMNP has a signiÞcant T. cana-
densispresence in many areas (Whittaker 1956, Taylor
2002). A. tsugae was Þrst detected in GSMNP in 2002.
In contrast, BRP is a long, narrow road corridor con-
necting several small recreation areas. Both T. cana-

densis and T. caroliniana hemlocks occur within its
borders, with sites such as Linville Falls exhibiting
substantial hemlock presence. A. tsugae was Þrst de-
tected in the southern portion of BRP in 2003.
DataCompilation.AfterA. tsugaewas discovered in

GSMNP, park staff completed an extensive survey
during the next few months to map the distribution of
A. tsugae during the initial period of infestation. They
recorded 67 distinct locations as points with global
positioning system (GPS) units (Fig. 2b). The park
also has a recent vegetation map, created from 1:12,000
scale aerial photographs, that depicts the distribu-
tion of hemlock stands (Welch et al. 2002). For com-
parison with the infested sites, we generated a random
sample of 67 points from the mapped hemlock stands.
These GIS points represented locations uninfested by
A. tsugae during the initial period of invasion.

Park staff in BRP used GPS to record the locations
of 17 distinct hemlock A. tsugae infestations in the
months immediately after the pest was Þrst detected
in the park. Most of these locations were clustered in
a few areas: Linville Falls, Doughton Park, and near
Tunnel Gap (Fig. 2a). As with GSMNP, this layer is
believed to be an accurate depiction of A. tsugae dis-
tribution for the southern portion of BRP during the
initial period of infestation. However, BRP does not

Fig. 2. General location of study areas. (a) Great Smoky Mountains National Park and the southern Blue Ridge Parkway
region. (b) Close-up of Great Smoky Mountains National Park.
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have a map of hemlock distribution, so we were unable
to extract points representing uninfested hemlock
stands.

For each of the points in GSMNP and BRP, we
recorded values for a suite of landscape variables
(Table 1) calculated from existing GIS layers. First,
we chose topographic variables because of evidence
that terrain characteristics may inßuence the rate of
hemlockdecline(RoyleandLathrop1999,Orwiget al.
2002, Ward et al. 2004). We extracted these variables
from 10-m digital elevation models of the two parks.
Although each A. tsugae infestation was recorded as a
point, it more realistically represented an area of in-
fested hemlocks, so we derived mean values for the
variables based on a 3-by-3 window of grid pixels
around each point. For computation, we converted
the mean aspect grid into a “northeast-ness” grid with
rescaled aspect values based on their deviation from
45� (Beers et al. 1966).

We included road, stream, and trail proximity vari-
ables because all have been implicated as corridors of
introduction for invasive pests (Zobel et al. 1985, Mc-
Clure 1990, Forys et al. 2001, Maelzer et al. 2004, Ward
et al. 2004). The GIS database for GSMNP included
detailed (typically 1:24,000 scale) vector data on
streams, roads, and trails, so we calculated the straight-
line distance between each GSMNP sample point and
the closest feature in each of these layers. We also
labeled each point according to the composition (un-
improved foot path, old roadbed, or paved path) of the
closest trail. In addition, the GSMNP database had
raster data layers for disturbance history, geology, and
vegetation type. For disturbance history and geology,
we assigned each sample point the value of the pixel

(90-m resolution) in which it fell. For vegetation, we
labeled each point according to the type exhibited by
a majority of pixels (30-m resolution) in a 3-by-3
window around the point. Data layers for disturbance,
geology, or vegetation were unavailable for BRP, nor
did the park have extensive vector data. To generate
proximity variables for BRP, we compiled stream,
road, and trail vector data layers from U.S. Geological
Survey 1:24,000 digital line graphs and calculated
straight-line distances between each sample point and
the closest feature in each category.
Exploratory Data Analysis. We generated a corre-

lation matrix for all data points to detect collinear or
redundant variables. We assessed univariate normality
of the continuous variables based on Shapiro-Wilk
tests and applied Box-Cox transformations as neces-
sary for any non-normal variables (Johnson and
Wichern 2002). We partitioned the GSMNP and BRP
data sets to create separate training and validation
data samples to, respectively, build the classiÞcation
functions and evaluate their performance. For the
GSMNP data set, we randomly held out one third of
both the infested points and uninfested points (i.e., 22
of the 67 points in each group) as validation data,
leaving the remainder as training data. Similarly, we
randomly held out one third of the points in the BRP
data set as validation data (i.e., 6 of the 17 points, all
of which represented infested locations), leaving the
remainder as training data. Merging the resulting sub-
sets from GSMNP and BRP yielded a 101-point (56
infested, 45 uninfested) training sample and a 50-point
(28 infested, 22 uninfested) validation sample. For
variable selection and performance assessment, it is
advantageous to use a repeated holdout approach

Table 1. Variables tested for inclusion in the classification functions

Variable Description
Mean (SD)

Infested Uninfested

Aspect Slope direction transformed to a measure of
“northeast-ness” scaled 0Ð2; from Beers et al.
(1966)

1.08 (0.69) 1.13 (0.71)

Curvature Terrain convexity (� values)/concavity
(� values) measure

�0.37 (1.20) �0.48 (1.38)

Elevation Elevation in meters 793.05 (207.92) 1011.84 (342.81)
Landform index Site exposure index scaled �1 (protected) to 1

(exposed); from McNab (1993)
�0.01 (0.02) �0.01 (0.03)

Percent slope Percent slope 29.93 (20.84) 44.94 (19.19)
Topographic relative moisture index Site dryness-wetness index scaled 0 (xeric) to 60

(very mesic); from Parker (1982)
33.44 (10.03) 31.05 (9.49)

Distance to road Distance in meters to closest road 1124.13 (1154.25) 696.69 (675.83)
Distance to stream Distance in meters to closest stream 83.44 (110.25) 163.24 (148.16)
Distance to trail Distance in meters to closest trail 254.55 (391.59) 696.69 (675.83)
Trail type Composition of closest trail; categorical, three

classesa
NA NA

Disturbance history Harvested or cleared land; categorical, Þve
classesa

NA NA

Geology General bedrock formations; categorical, 26
different classesa

NA NA

Vegetation Dominant vegetation type in neighborhood
around point of interest; categorical, 14
classesa

NA NA

Mean and SD values are for the combined GSMNP and BRP data sets (infested N � 84, uninfested N � 67).
a Variables were only available for GSMNP data points.
NA, not available.
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where the original data are randomly partitioned sev-
eral times in the above-described manner (Johnson
and Wichern 2002). We repeated the random parti-
tioning process four more times, yielding Þve differ-
ently partitioned training/validation data sets (i.e.,
each had a unique combination of 101 training and 50
validation observations). We tested each of the Þve
training data sets for multivariate normality based on
skewness and kurtosis measures (Mardia 1974).
Variable Selection. The inclusion of a large number

of variables does not necessarily increase classiÞcation
success and can be problematic with smaller samples,
so we applied selection procedures to create a best
subset of variables for each of our classiÞcation tech-
niques(KhattreeandNaik2000, JohnsonandWichern
2002). Using the continuous variables, we performed
stepwise discriminant analysis, which generates a se-
quence of models that adds or removes variables based
on F-tests of signiÞcance (Khattree and Naik 2000).
We selected variables with P � 0.25 for inclusion in
our reduced discriminant function. While stepwise
selection may also be used for logistic regression, the
approach has been criticized for resulting in too few
variables for successful prediction (Shtatland et al.
2001). Instead, we built a sequence of reduced logistic
regression models and selected the model that mini-
mized AkaikeÕs Information Criterion (AIC), a mea-
sure that incorporates a penalty for model complexity
(Shtatland et al. 2001). Because the BRP data did not
include values for the categorical variables, we Þrst
performed the AIC analysis using only the GSMNP
data to see if any of the categorical variables were
potentially signiÞcant. We performed a second AIC
analysis for the combined GSMNP and BRP data.

Similarly, we built an initial decision tree using just
the GSMNP data to identify any important categorical
variables and built a second tree with the combined
GSMNP and BRP data. We adopted an approach sim-
ilar to the classiÞcation and regression tree (CART)
algorithm; in particular, we used the Gini impurity
index as our splitting criterion (Breiman et al. 1984).
Instead of a formal variable selection procedure, we
used the validation data set to “prune” the tree, i.e., to
identify the best subtree and thus the best subset of
variables.

We applied these procedures to the Þve partitioned
training data sets. For each procedure, if a variable was
identiÞed as signiÞcant for at least three of the Þve
sets, we included it in a Þnal variable subset. This
yielded three variable subsets, each matched to one of
the classiÞcation techniques. We also used the subset
identiÞed by stepwise discriminant analysis for our
k-nearest neighbor classiÞcation procedures.
Classification. Using the selected variable subset,

we applied each classiÞcation technique to the Þve
partitioned data sets. For all but the decision tree
approach, we derived a classiÞcation function from
the training data and applied the resulting function to
the validation data, recording the minimum, maxi-
mum, and mean classiÞcation error rate for both sam-
ples. For the decision tree, we used the validation data
for tree pruning and classiÞed both the training and

validation data sets using the pruned tree, recording
the associated error rates. We used Box-Cox-trans-
formed variables for discriminant analysis as neces-
sary, Þrst testing the hypothesis of a pooled covariance
to determine whether a linear or quadratic discrimi-
nant analysis approach was more appropriate (John-
son and Wichern 2002, Nelson et al. 2003). For the
k-nearest neighbor approach, we used the eight clos-
est neighbors based on Mahalanobis distance. For lo-
gistic regression, we classiÞed an observation as in-
fested if the equation yielded a predicted infestation
probability �0.5.

One data set yielded the median or near-median
error rate for all four classiÞcation techniques. For
model veriÞcation, we used the results for this median
data set to construct error matrices and compute Co-
henÕs � statistic. The � statistic indicates how much of
an improvement a classiÞcation effort represents over
a completely random classiÞcation of the same data
(Jensen 1996). Manel et al. (2001) suggested that � is
a simple, efÞcient statistic for comparing the success
of predictive models, including those created with
different algorithms.
Map Generation. We also used the classiÞcation

functions generated from the median data set to create
A. tsugae infestation maps for GSMNP. We prepared
raster grids for the incorporated variables and applied
each function to create binary maps of infestation risk
in GSMNP. From each map, we recorded how much
area was classiÞed as likely to be infested. We ex-
pressed that value as a percentage of the parkÕs total
land area (2,093 km2) and as a percentage of the park
area with a mapped hemlock presence (294 km2).
These percentages served as relative measures of ef-
Þciency, i.e., how much total land area and hemlock
area each classiÞcation function required in achieving
its error rate.

After the Þrst year of infestation, GSMNP staff
members continued to regularly survey for A. tsugae
and treated many sites by biological or chemical con-
trol. Between 2003 and 2005, 383 additional infestation
points in the park were recorded with GPS. To test
whether the infestation risk zones deÞned by our
classiÞcation functions reasonably predicted the pat-
tern of A. tsugae expansion after the Þrst year, we
recorded the percentage of survey points that fell in
the areas delineated as likely to be infested on the
binary maps generated with each classiÞcation func-
tion.

Results

Exploratory Data Analysis. We omitted curvature
from all further analyses because it was redundant
with landform index (r � 0.99). With the other con-
tinuous variables, none of the partitioned data sets
exhibited signiÞcant multivariate skewness or kurtosis
for either group, and �2 Q-Q plots suggested at least
approximate multivariate normality for all Þve data
sets. For discriminant analysis, we used a quadratic
approach because testing indicated the group covari-
ance matrices were unequal. Moreover, while a linear
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discriminant approach may still work in such cases, the
quadratic approach yielded lower error rates in pre-
liminary analyses.
Variable Selection. The three variable selection

procedures identiÞed similar variable sets, with the
proximity variables most prominent (Table 2). Only
logistic regression offered a straightforward numeric
measure (generalized R2) for model Þt; values for the
Þve training data sets ranged from 0.352 to 0.433. The
Þtted logistic equation (equation 1, for the median
data set had distance to trail as the most signiÞcant
variable and elevation the least signiÞcant based on �2

estimates).

log (odds of infestation) � 5.3321 � 0.00497

� stream_distance � 0.00072

� road_distance � 0.00264

� trail_distance � 0.00150 � elevation

� 0.0242 � pct_slope (1)

The decision tree for the median data set had six
terminal nodes and a depth of three levels (Fig. 3).

Neither the AIC analysis nor the pruned decision trees
identiÞed any categorical variables as signiÞcant.
Classification Error Rates. Discriminant analysis

had the lowest mean error rate for the training and
validation data and exhibited the smallest range be-
tween minimum and maximum error rates for the Þve
sets (Table 2). In contrast, k-nearest neighbor analysis
performed worst for the training data sets and next to
worst for the validation data sets. However, error rates
for the training and validation data were similar, sug-
gesting the k-nearest neighbor classiÞcation function
remained consistent when applied to new data points.
Logistic regression fell between discriminant analysis
and k-nearest neighbor analysis. The decision tree
approach performed almost as well as discriminant
analysis for the training data sets, but it performed
worst for the validation data sets, exhibiting the high-
est mean and maximum error rate. However, the error
rate never exceeded 0.30 for the decision tree or any
other approach, suggesting all four techniques per-
formed moderately well.
ClassificationErrorMatrices.Error matrices for the

median data set (Tables 3 and 4) mirrored the general
error rate results. For the training data subset, the
decision tree had the highest overall accuracy, slightly
ahead of discriminant analysis. Logistic regression per-
formed better than k-nearest neighbor, but was still
noticeably behind the other two approaches. � values
followed this same trend. Commission and omission
errorsÑthe percentage of observations assigned to the
wrong group and excluded from the correct group,
respectivelyÑindicated that the discriminant analysis
was well balanced (i.e., errors did not especially cor-
respond with one group), as was logistic regression.
The decision tree and k-nearest neighbor approaches
were imbalanced, mostly attributable to “false posi-
tives” (i.e., uninfested observations mistakenly classi-
Þed as infested). For the decision tree, the tendency
toward false positives carried over to the validation
data subset. It had the worst overall accuracy and a
large difference in omission error between the two
groups. In contrast, the other three techniques were
wellbalancedwith respect toerror.Discriminant anal-
ysis was the most accurate overall, while logistic re-
gression and k-nearest neighbor lagged slightly be-
hind. � values mirrored the overall accuracy estimates.
Prediction Maps. Binary maps generated for the

median data set using the four classiÞcation functions

Table 2. Variables selected for each classification function and resulting classification error rates (ERs) for the five partitioned data
sets

ClassiÞcation technique Variables selected/incorporated in function
Training data ER Validation data ER

Avg. Min. Max. Avg. Min. Max.

Discriminant analysis Distance to road, distance to stream, distance to
trail, elevation

0.16 0.15 0.17 0.14 0.10 0.18

k-nearest neighbor Distance to road, distance to stream, distance to
trail, elevation

0.23 0.20 0.28 0.22 0.16 0.28

Logistic regression Distance to road, distance to stream, distance to
trail, elevation, percent slope

0.20 0.17 0.23 0.19 0.14 0.24

Decision tree Distance to road, distance to stream, distance to
trail

0.18 0.14 0.22 0.24 0.16 0.30

Fig. 3. Pruned decision tree generated by classifying the
median data set. All variable values are in meters.
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(Fig. 4) differed in the amount of GSMNP area clas-
siÞed as likely to be infested (Table 5). Discriminant
analysis seemed to be the most efÞcient, classifying the
lowest percentage of GSMNPÕs total area and hemlock
area as likely to be infested while exhibiting the lowest
classiÞcation error. The logistic regression approach
required a slightly higher percentage of total park area
and hemlock area while exhibiting a higher mean error
rate. Nevertheless, it was considerably more efÞcient
than the k-nearest neighbor and decision tree ap-
proaches, which labeled a large percentage (�30%) of
the parkÕs area as likely to be infested.

The techniques also differed in the spatial pattern of
the areas mapped as likely to be infested. They all
emphasized areas near roads, trails, and streams. How-
ever, discriminant analysis deÞned a narrow buffer
around almost every stream feature as part of its in-
festation zone, as did the decision tree. In contrast,
logistic regression highlighted several large, discrete
areas as likely to be infested by A. tsugae, as did the
k-nearest neighbor analysis. With respect to capturing
A. tsugae infestation sites recorded inGSMNPafter the
Þrst year, the techniques all performed well despite

their differences, capturing �85% of the surveyed
points (Table 5).

Discussion

Selecting a Best Classification Method. Looking
only at error rates, all four classiÞcation techniques
performed reasonably well at distinguishing infested
and uninfested sites, and it seems they would be at
least moderately accurate if applied to new data sets.
This is important given our goal of mapping A. tsugae
infestation risk for the entire southern Appalachian
region. However, error rate is a coarse measure, and
further examination revealed aspects that make some
of the techniques impractical for A. tsugae manage-
ment purposes. For instance, the decision tree labeled
a large percentage of GSMNPÕs hemlock area as likely
to be infested; this large percentage probably explains
why the approach resulted in so many false positives.
Generally, our results recommend discriminant anal-
ysis as the best approach. It was efÞcient, delineating
the least amount of area as high infestation risk while
achieving the lowest error rates. Nonetheless, dis-

Table 3. Error matrices for the training subset of the median data set: (a) discriminant analysis, (b) k-nearest neighbor, (c) logistic
regression, (d) decision tree

(a) Reference group (b) Reference group
ClassiÞed as . . . Infested Uninfested CE ClassiÞed as . . . Infested Uninfested CE

Infested 48 7 12.7 Infested 49 15 23.4
Uninfested 8 38 17.4 Uninfested 7 30 18.9
OE 14.3 15.6 OE 12.5 33.3

Overall accuracy � 86/100 � 86% Overall accuracy � 79/100 � 79%
CohenÕs � � 0.700 CohenÕs � � 0.551

(c) Reference group (d) Reference group
ClassiÞed as . . . Infested Uninfested CE ClassiÞed as . . . Infested Uninfested CE

Infested 47 11 19.0 Infested 54 12 18.2
Uninfested 9 34 20.9 Uninfested 2 33 5.7
OE 16.1 24.4 OE 3.6 26.7

Overall accuracy � 81/100 � 81% Overall accuracy � 88/100 � 88%
CohenÕs � � 0.633 CohenÕs � � 0.713

CohenÕs � statistic ranges from 0 to 1, representing the degree to which the modelÕs prediction performance is better than chance: 0Ð0.4 �
slight to fair model performance, 0.4Ð0.6 � moderate performance, 0.6Ð0.8 � substantial performance, 0.8Ð1 � near perfect performance
(Landis and Koch 1977).

CE, percent commission error; OE, percent omission error.

Table 4. Error matrices for the validation subset of the median data set: (a) discriminant analysis, (b) k-nearest neighbor, (c) logistic
regression, (d) decision tree

(a) Reference group (b) Reference group
ClassiÞed as . . . Infested Uninfested CE ClassiÞed as . . . Infested Uninfested CE

Infested 25 4 13.8 Infested 24 5 17.2
Uninfested 3 18 14.3 Uninfested 4 17 19.1
OE 10.7 18.2 OE 14.3 22.7

Overall accuracy � 43/50 � 86% Overall accuracy � 41/50 � 82%
CohenÕs � � 0.715 CohenÕs � 0.633

(c) Reference group (d) Reference group
ClassiÞed as . . . Infested Uninfested CE ClassiÞed as . . . Infested Uninfested CE

Infested 24 5 17.2 Infested 27 10 27.1
Uninfested 4 17 19.1 Uninfested 1 12 7.7
OE 14.3 22.7 OE 3.6 45.5

Overall accuracy � 41/50 � 82% Overall accuracy � 39/50 � 78%
CohenÕs � � 0.633 CohenÕs � � 0.533

CohenÕs � statistic ranges from 0 to 1, representing the degree to which the modelÕs prediction performance is better than chance: 0Ð0.4 �
slight to fair model performance, 0.4Ð0.6 � moderate performance, 0.6Ð0.8 � substantial performance, 0.8Ð1 � near perfect performance
(Landis and Koch 1977).

CE, percent commission error; OE, percent omission error.
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criminant analysis labeled almost all GSMNP areas
adjacent to streams as likely to be infested byA. tsugae
(Fig. 4). Although such areas might face somewhat
elevatedA. tsugae risk, the stream network is so diffuse
across the park that it is difÞcult to isolate areas of
focus for A. tsugae management. This suggests poten-
tial difÞculty in applying the discriminant analysis
function elsewhere in the southern Appalachians.

Logistic regression fell roughly in the middle of the
four techniques in terms of classiÞcation error rate,
was only slightly less efÞcient than discriminant anal-
ysis in terms of the area required to achieve that error
rate, and captured a large percentage of A. tsugae
points detected after the Þrst year. In contrast with
discriminant analysis, the resulting infestation map
depicts discrete zones of A. tsugae infestation risk.
These zones provide clear areas of focus for A. tsugae
management efforts, supporting application else-
where in the southern Appalachians, and also reßect
the patchy pattern common in both host and pest
species distributions. Furthermore, the logistic regres-

sion equation (either the one Þtted to the median data
set or perhaps an average across the Þve data sets) can
be easily implemented in a GIS, and requires no prior
variable transformation. Given its straightforward-
ness, we would recommend the logistic regression
function over discriminant analysis or the other ap-
proaches, sacriÞcing some accuracy for ease of use.
LandscapeVariablesAffectingA. tsugaeSpread.We

completed our analyses at a limited spatial scale using
a small sample of points. Because our primary objec-
tive was to Þnd a tool for predicting A. tsugae land-
scape distribution throughout the southern Appala-
chian region, a question emerges as to whether the
logistic regression functionÑas our chosen methodÑ
incorporated the appropriate variables and can be
accurately generalized region-wide. All of the variable
selection procedures incorporated the three proxim-
ity variables: distance to closest road, distance to clos-
est trail, and distance to closest stream. This suggests
that potential corridors of spread are by far the most
important factors for predicting where A. tsugae is
most likely to appear Þrst in a landscape. This is con-
sistent with research suggesting that, in general, the
connectivity supplied by linear networks of landscape
features exposes forested areas to various negative
effects, including the spread of insect pests and disease
(Simberloff and Cox 1987, Hess 1996, Trombulak and
Frissell 2000). Corridors may be especially relevant for
A. tsugae because they have the capability to amplify
spread by three of the pestÕs major vectors: wind,
birds, and humans. Forest edges along road corridors
mayexperience increasedwindexposure(Saunderset
al. 1991). Major road corridors such as BRP serve as

Fig. 4. Maps of Great Smoky Mountains National Park, showing the areas predicted by each classiÞcation function as likely
to be infested by A. tsugae. (a) Discriminant analysis. (b) k-nearest neighbor. (c) Logistic regression. (d) Decision tree.

Table 5. Prediction map efficiency in terms of the percentage
of GSMNP total area and hemlock area mapped as likely to be
infested, as well as the percentage of A. tsugae infestations surveyed
after the first year that fell in these likely to be infested areas

ClassiÞcation
technique

Percent
total
area

Percent
hemlock

area

Percent
surveyed

points

Discriminant analysis 19.1 18.5 93.2
k-nearest neighbor 29.6 23.9 87.5
Logistic regression 22.8 20.1 85.4
Decision tree 30.7 34.6 93.5
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ßyways for bird migration (Trani 2002). Human ac-
tivity along trails and road corridors may facilitate pest
dispersal by accidental transport of individuals or, for
some species, altering microhabitats in a way that is
favorable for a pest (Zobel et al. 1985, Forys et al. 2001,
Jules et al. 2002). There is some relevant evidence of
this for A. tsugae: surveys for the pest at Coweeta
Hydrological Laboratory (near Franklin, NC) during
the Þrst year of infestation revealed that the heaviest
infestations appeared along roadways, whereas forest
interior areas remained uninfested or were only
lightly infested (Lumpkin et al. 2003). Our analyses
also seem to support the hypothesis that riparian cor-
ridors facilitate spread of A. tsugae by birds, although
this is complicated by the fact that riparian corridors
often include hiking trails with heavy human trafÞc
(McWilliams and Schmidt 1999, Ward et al. 2004).
Regardless, it is worth noting that crawlers of both the
progrediens and sistens generations are active at times
(early spring and early summer, respectively) when
human recreational use and bird migration along cor-
ridors is likely to be highest.

In summary, the three proximity variables provide
a reasonable, if simple, model for landscape-scale A.
tsugae dispersal. The logistic regression function Þtted
to the median data set also includes elevation and
percent slope as signiÞcant variablesÑbasically, the
odds of infestation are lower at high elevations and on
steeper slopes. Because these factors could indeed
inßuence accessibility of a site (especially by people),
they seem like logical model components. Regarding
the other topographic and categorical variables con-
sidered in our analyses, it may seem surprising that
factors that shape hemlock distribution were not sim-
ilarly signiÞcant for A. tsugae spread. However, while
these variables may affect the hemlock abundance in
a given forest standÑand thus the number of potential
targets for the passively dispersed A. tsugaeÑthe risk
posed by greater hemlock presence pales in compar-
ison to the risk associated with greater site accessibil-
ity. Likewise, although these variables may determine
site quality and thus the persistence of infested hem-
locks (Orwig and Foster 1998, Orwig et al. 2002, Ward
et al. 2004),A. tsugaewill eventually cause mortality in
any location to which it spreads. Road, trail, and es-
pecially riparian corridors grant A. tsugae access to
even fairly remote hemlock stands.

There are variables that we did not test in our
analyses. We chose not to include limiting climate
variables because the southern Appalachians are not
consistently cold enough to curtail the regional ex-
pansion of A. tsugae (Ward et al. 2004). We did not
consider patch characteristics because of too much
patch-level heterogeneity in our data set. We also
omitted traditional landscape metrics such as inter-
patch distance. Although regions with high average
distances between hemlock patches might be invaded
more slowly, we reasoned that this was secondary to
the density of roads and other corridors of dispersal.
Incorporating such patch-level measures may be a
fruitful direction for future research.

Because our approach is built on just a few easily
derived spatial variables, it can be rapidly applied to
generate A. tsugae infestation risk maps for the entire
southern Appalachian region and at a Þner spatial
scale thanexistingportrayalsofA. tsugae spread.These
maps may be used to select monitoring sites before the
pestÕs arrival in a particular locality, but our results also
suggest that the maps can reliably predict A. tsugae
distribution for at least the Þrst few years after initial
infestation. This could be advantageous for the tar-
geted release and establishment of biological control
agents (Cheah et al. 2004). Given that only an esti-
mated 26% of hemlock habitat and 25% of hemlock
basal area in the United States have already been
invaded by A. tsugae, there are many areas for which
this sort of information would be relevant (Morin et
al. 2005). Ultimately, regional infestation probability
maps might best be applied in conjunction with de-
tailed maps of hemlock distribution. By overlaying
infestation prediction maps with these distribution
maps, forest managers could further reduce the area
where they should target theirA. tsugaemonitoring or
control efforts. This ability to prioritize would allow
them to apply scarce management resources where
they are most immediately needed.
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