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®
ABSTRACT This paper examines housing demand using an integrated approach that combines
residential decisions about choices of community in the Southern Appalachian region with the
application of a Geographical Information System (GIS). The empirical model infers a distinctive
heferogeneity in the characteristics of community choices. The resulis also indicate that socio-
economic motives strongly affect urban housing demands while environmental amenities affect those
of rural housing demand.
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Introduction

Rapid development of rural areas can change the biophysical structure of landscapes and
the complement of services that flow from them. This is especially the case in the Southern
Appalachians region of the USA where the environmental amenities that provide a strong
draw for immigration are impacted by the resulting development. To date, research on
development in the Southern Appalachians has focused on understanding the propensity of
land to be developed as it relates to topographic, locational and ownership variables of
individual sites (see Wear & Bolstad, 1998 for a review). The research by Wear & Bolstad
(1998) evaluated and developed a forecasting model for land-use change in the region.
They indicate that modelling land-cover change needs to be extended by modelling the
human drivers of landscape change such as housing demand. This is because residential
development is the dominant driving force of land-use change in the Southern
Appalachian Highlands.
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Housing demand has been estimated by modelling an individual household’s
consumption of houses as a function of environmental, structural, and neighbourhood
characteristics. Most households choose a community before they choose a specific
neighbourhood. By contrast, the existing housing demand literature has seldom modelled
the choice of a specific community as part of the household’s optimisation problem.
An exception is Rapaport (1997), who developed an econometric model that incorporated
the housing demand of an individual unit within the choice of a specific community. The
model specified housing demand with the incorporation of community choice as a function
of household characteristics but did not address residential housing patterns for a group of
neighbours.

This research, organised mainly by classic locational rent theory, leaves unaddressed
important elements of the underlying choice analysis. Ultimately it is the expression of the
individual choice analysis upon the complex biophysical/social landscapes of the Southern
Appalachians that will define future landscape conditions in the region. The study posits
that decisions regarding housing location are not conducted in isolation but start with a
selection of the community which provides the suite of infrastructure, services, and other
characteristics desired by the decision maker. Once the broader community is selected,
site-specific considerations enter into the selection of a specific neighbourhood.

Many of the factors that affect housing demand are spatially heterogeneous. It is said of
real estate that what matters most is location. A significant advantage of a spatially explicit
model is that it can readily incorporate substantial spatial detail, allowing analysis of how
various locational factors influence housing demand. The role of locational factors in
housing demand can be examined in two interrelated ways. One form of geographic
influence involves externalities associated with the location of the house. These types of
externalities are called adjacency effects because they capture the spatial spillover on a
given structure by a neighbouring structure. In addition to spillovers from neighbouring
structures, overall neighbourhood characteristics such as accessibility also enter into
housing demand. These kinds of influences may be called neighbourhood effects.

The combination of spatial analysis and a Geographic Information System (GIS)
provides the optimal framework for investigating both types of locational factors in
housing demand. GIS serves as the research platform both to manage spatial data and to
implement spatial analysis methods (Can, 1998). There are multiple benefits to housing
research in terms of collection and integration of a very large database. Two of the most
significant benefits are the ability to layer data from multiple sources and to look at data at
different scales or geographies. The model here is estimated using spatially explicit data
through the application of GIS and spatial statistics. This feature also allows more accurate
analysis by providing flexibility in specifying models and measuring variables (e.g. Ding,
2001; Geoghegan et al., 1997; Lake et al., 2000).

Economic models of land use have been applied to both broad units and fine units, based
on the spatial scale of land use. Models of broad units examine patterns of land use from a
macro viewpoint. These models generally use counties or county groupings as units to
highlight how socio-economic factors and physical landscape features influence land-use
allocations (Alig, 1986; Hardie & Parks, 1997; Hardie ef al., 2000; Miller & Plantinga,
1999; Plantinga, 1996). On the other hand, models of fine units provide analyses of
spatially explicit land-use decisions. These models estimate the direct influence of
site-specific factors measured at a fine resolution. For example, the road construction
and access influences on land development (e.g. Chomitz & Gray, 1996; Dale et al.,
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1993; Nelson & Hellerstein, 1997) and the influences of location, topography, and
ownership (Spies er al., 1994; Turner et al., 1996) are analysed in this framework.

While each type of model independently serves a valuable function, both have
limitations. Macro-scale analyses do not capture information in a spatially explicit
framework, while micro-scale analyses may miss out on broader physical and social
phenomena. Wear & Bolstad (1998) explain the limits of land-use models for different
units, They point out that Jand-use models of spatially broad units may not provide direct
insights into the fine-scale socio-economic and physical consequences of land-use changes.
They also discuss the limitations of fine-scale units, including the resolution of the definition
of land use. For example, residential presence in the satellite images of forest cover
(e.g. Wear & Flamm, 1993; Tumer et al., 1996) may not capture site-specific land uses.

This paper attempts to bridge the broad and fine scales of analysis by examining
choices of community (broad units) in conjunction with site-specific housing demand
(fine-scale units). Census blocks are used in this study because the characteristics of block
data fit with the model of housing demand for a group of neighbours with the incorporation
of the community choice. The census blocks are small enough to be used as fine units for
the site-specific choice model for a group of neighbours while they can also be grouped
and classified as broad units for the community choice model.

The remainder of this paper is organised as follows. The next section presents
community choice and housing demand models that can be estimated with the 1990 US
Census block data of the Southern Appalachian region in two stages. The subsequent
section presents a description of the study area and data. The estimation results of both
community choice and housing demand models follow, and the paper closes with a
discussion of the results and their possible interpretation.

The Empirical Model

Communities are characterized by residents’ income and preferences and administrative
circumstances. This paper models households’ choices of urban and rural communities
and housing demand. Housing is a continuous variable, but the community is a discrete
choice. In particular, a household is constrained in its choice of a specific neighbourhood
by the household's choice of community.

Because households choose the community before the specific neighbourhood, the
housing demand needs to be modelled in the context of community choice. The model of
housing demand for a group of neighbours (instead of an individual housing unit) is treated
as a system of equations to incorporate socio-economic effects that originate in one’s
residential neighbourhood. This approach helps clarify the identifying conditions for
neighbourhood effects (loannides & Zabel, 2003). The model of housing demand is derived
and estimated for a group of neighbours that incorporates the choices of community.

Following Rapaport’s (1997) estimation technique, the model is estimated in two
stages. First, the probability of a household’s choice of different types of urban or rural
community is estimated as a function of community and household characteristics.
For better specification of the community types, urban and rural communities are
sub-categorized into urban-dominant, urban-moderate, rural-moderate and rural-dominant
communities. The types of communities are represented by the types of blocks in this
study. The classifications of the types of blocks for the types of communities are explained
in the next section. The households’ choices of the four types of communities are modelled
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in a multinomial logit framework. The estimates of the framework are examined to check
whether the effects of community characteristics are heterogeneous for the households’
community decisions. Second, the housing demand is estimated conditional upon the
choice of type of urban or rural community. Following the approach by Ioannides & Zabel
(2003), the model of aggregate housing demand is treated for a group of neighbours.

Treating the aggregate housing demand conditional upon the type of community makes
it possible to test the hypothesis that the types of urban and rural communities are relevant
partitioning criteria for the aggregate housing demand estimation. The number of housing
units within a census block reflects aggregate housing demand of the location of the census
block. Because the size of each census block is different, the housing count within a given
area is used to represent aggregate housing demand. The aggregate housing demand is
then modelled separately for the four types of communities to test the hypothesis that
housing choices are not different under the four different communities.

The model is estimated using 1990 US Census block data of the Southern Appalachian
region. The Southern Appalachian region is chosen for this study because residential
development plays an increasingly important role in the region. The Southern Appalachian
region provides a less complicated study site for testing our methodology because
. institutional factors such as land-use regulations have only a minor influence on the area’s
development and the region contains distinctive urban and rural communities.

The estimates from the aggregate housing demand model using housing count
conditional upon the type of community may be useful to policy makers who issue housing
permits in different communities. If population density for a type of community is
projected under a ceteris paribus assumption, it is possible to predict the number of
housing developments for each census block. Policy makers can then use these forecasts to
make management plans (e.g. plan for expanding public water and sewer services for
additional housing development). In effect, this would allow the projection of differential
rates of growth for communities in the region. ’

In order to check whether a self-selection bias arises in the formation of the community-
type choice, a self-selection variable is added in each of the four aggregate housing
demand equations. The self-selection variables are formed by incorporating the estimates
of the community choice models into the housing demand equations. The description of
the self-selection variable is presented in the ‘The Aggregate Housing Demand Model’
section. The self-selection variables detect whether or not households’ choices of
community have different effects on the households’ site-specific housing demands.

The Community Choice Model

Suppose a household tries to choose a community from among four possible t¥pes of
communities. The types of communities are based on degree of urbanisation. Let u; be the
household’s expected utility from choosing a type of community j. The community j is
indexed as 1, 2, 3 and 4 for urban-dominant, urban-moderate, rural-moderate and rural-
dominant communities, respectively:

* —

u;

; =Z'y+e¢ M

where Z is a vector of household characteristics and community attributes influencing
the choice of the community and e; is a residual capturing errors in perception and
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optimisation by the household. The household’s utility in choosing an alternative
community is not observable, but their choice of a community is observed. Let J be a
polychotomous index denoting the household’s type of community.

s

J =jifand only ifu; = max(ur ,u: A ,u: ). )

Maddala (1983) shows that if the residuals e; are independently distributed with an
extreme value distribution, then the choice of the type of community can be represented by
a multinomial logit model (Maddala, 1983, p. 60). Following McFadden (1973),
disturbances are assumed to be independent and identically distributed with a Weibull
distribution. This implies that the probability of choosing a type of community j by the
household can be expressed as

exp(Z' - y;)

Py=Pr) =)= R W
! S exp(Z' - v)

i=12,3,4 3)

The estimated equations provide the set of probabilities for J/ community choices. To avoid
indeterminacy, the parameter vector of urban-dominant community vy, is normalised to
zero. This normalisation renders the estimated 7y, parameters as un-interpretable.
However, inferences can be drawn from the computed ‘marginal effects’ of elements of Z
relative to sample averages. The marginal effects in the model are partial derivatives of the
probability with respect to the determinants:

apP; !
mj = j}gj =P (7’1 - Zf’j%‘) =Py~ (€]

=1

The statistical significances of these effects are estimated by the asymptotic covariance
matrix of m; (Greene, 1997, pp. 916-917). While the parameter vector y; is normalised to
zero, the vector of marginal effects §; is constrained to sum to zero. This normalisation
means that §; can be interpreted as the net effects of an increase in the value of
determinants Z on the decision to live in community j.

There are several difficulties in dealing with community characteristics in the
multinomial logit model. First, the attributes of the community are chosen attributes and
are thus subject to self-selection bias. Second, some community characteristics are by
definition directly related to the dependent variable since the sub-categorisation of the
community is based on demographic features that are correlated with some community
characteristic variables. These problems suggest a potential for simultaneity, endogeneity
and misspecification if raw characteristics of the actual observed choice are included in the
multinomial logit model. The strategy here to deal with these problems is based on the
approach by Feridhanusetyawan & Kilkenny (1996). The study normalised local relative
to maximum levels of each characteristic and identified the extent to which the normalised
measure deviated from the expected, by community. These residuals were used as the
explanatory variables in the multinomial logit model.

The normalisation procedure is as follows. The community characteristics of each
census block are each expressed relative to the maximum value among all the census
blocks. This converts the measure of each community characteristic to a number ranging
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from 0 to 1. Allowing Z: to denote the normalised local attribute:

Z, = Zy,/Max(Zy) )

where b is 3687 census blocks.

The normalised local attributes were then regressed on community types and housing
density that were used for the grouping of the community to control potential bias caused
by simultaneity, endogeneity and misspecification. The regression model for community
characteristics is:

Z: = ay URBANM, + co RURALD), + az3RURALM;, + aqH ), + &p (6)

where URBANM),, is the dummy variable, equal to 1 if the census block & is urban-
moderate community and equal to 0 otherwise; RURALD,, is the dummy variable, equal
to 1 if the census block b is rural-dominant community and equal to O otherwise;
RURALM,, is the dummy variable, equal to 1 if the census block & is rural-moderate
community and equal to O otherwise; H,, is housing units within | kn?i of a census block
b; g is random disturbance. The predicted residual is AZ, = Z, — Z, , where Z,,' is the
predicted relative community characteristic level estimated using equation (6). By
construction, the predicted residual is not correlated with the systemic classification of the
community.

Previous studies (e.g. Nechyba & Strauss, 1998; Rapaport, 1997) suggest that individual
community choices are specified as a function of household characteristics and community
attributes. Here, consideration is given to the influence of individual-specific
characteristics (the household characteristics of education level and political view) and
choice-specific attributes (the community attributes of population density, crime level,
stability, and level of air pollution).

The Aggregate Housing Demand Model

Under the assumption that the housing market is in equilibrium and that households find
optimal community types in the first stage, the households make optimal site-specific
housing demand decisions within their choices of community types in the second stage.
Conventional demand analysis postulates a relationship between the quantity of a good
demanded and its relative price, given the income of the household and other household
characteristics. In this perspective, the following can be identified

by = a; + Biyi + 8(pi) + mixir + )]

where h; is housing demand by individual i,i = 1,...,N; y; is individual income; p; is
housing price; xy (k= 1,...,K) is a vector of other socio-economic and environmental
variables affecting housing demand. Equation (7) is typically applied to individual
housing datasets. The study is interested in the aggregate housing demand for a group of
neighbours because the model helps clarify the identifying conditions for neighbourhood
effects (loannides & Zabel, 2003). The census block is used as units for a group of
neighbours. The linear aggregation of the individual housing demand is possible if (a)
income and other variables are growing at the same rate in each location—or exhibit a
common stochastic trend—and (b) the structures of the housing markets are the same over
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space {Meen & Andrew, 1998). The census block data have been shown to meet these
criteria in previous studies. These studies have found that specifying neighbourhood
variables and aggregating housing data at the census block-group level led to robust
hedonic price estimations (Cao & Cory, 1981; Geoghegan et al., 1997; Goodman, 1977).

Aggregate housing demand at the block level is estimated as a function of the socio-
economic and environmental characteristics of the block, in addition to a self-selection
variable in the formation of community choice. Since the aggregate data reflect market
equilibrium of both demand and supply, price and quantity of house data of the census
block level are endogenous variables. Under the assumption that the rest of the variables
are exogenous, we estimate the following equation systems in a two-stage least square
estimation (2sls):

By =+ BY; + §(P) + niXp — Ok + ¢ <))
Py = o+ BiY; + () + miXu ~ 6k + ¢ )

where fi,,,- is the aggregate housing units within | km? of a census block b at community j;
Y;is per capita income at community j; f',- is housing price at community j; X is a vector of
other socio-economic and environmental variables affecting the housing demand at
community j; Xj is a self-selection variable at community j. (A housing unit is a house, an
apartment, a mobile home, a group of rooms, or a single room that is occupied or, if vacant,
is intended for occupancy, as separate living quarters.) The self-selection variable is
estimated using the following equation (Lee, 1983):

A = ¢l@7 N (P)/P;, (10)
Zex”:i;;f)” from the estimates of the first stage. The form of the self-

- Y
selection variai)lle incorporates community choice into the residential block decision.
Explanatory variables X, are considered to include socio-economic variables describing
income, population density, crime rate, length of residency, education, political view,
travel time to work, distance to any city, distance to a major city, distance to major roads
and a road index. The environmental variables of distance to major open spaces, distance
to lakes, air pollution level, elevation, stream index, and an open space index are
considered (see the Tables 1 and 2 for definition of all the variables and their mean values
by each community).

Following Greene (1997, pp. 740-742), in the first stage of the estimation, the reduced
forms of the equations are estimated using OLS. Predicted values from the reduced form
equations are then estimated. In the second stage, the equations are re-estimated after
replacing the predicted values of P and & from the first-stage estimation.

The application of GIS at the census block level provides unique spatial variables
including spatial indices along with commonly used distance variables. For example, the
distance variables can measure the effect of distance to the nearest open space but not the
effect of open space in the neighbourhood. The effect of open space in the neighbourhood
has typically been measured by a dummy variable in spatial econometric analyses (e.g.
Mahan et al., 2000). However, the dummy variable only measures the effect of existence
of open space in the neighbourhood, while it does not reflect relative abundance of open
space in the neighbourhood. The open space index, ratio of total area of open space to total

where Pj =
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Table 1. Definition of variables

Variable Initials Definition

Dependent Variables

Community index CI Index for a type of community of
urban-dominant, urban-moderate,
rural-moderate, rural-dominant

Housing count (per km?) HD Number of houses within 1 km? of area

Socio-economic Variables

Housing value ($1000) HV Median value of owner-occupied
houses in $1000

Income ($1000) IC Per capita income in $1000

Population density (per km?) PD Population within 1 km? of area

Crime rate CR Number of reported crimes, from
vehicle theft to murder

Stability (%) ST Ratio of occupancies with 5 years or
more to total occupancies

Education (year) ED Median school years

Political view (%) PV Ratio of population with political

outlook very conservative and some-
what conservative to total population

Travel time to work (min) ™ Travel time to work per employee in
minutes

Distance to any city (km) DA Distance from a centre of each block to
the nearest city, town or village in km

Distance to major city {kin) DM Distance from a centre of each block to

the nearest city with more than 50 000
population in km

Distance to major road (km) DR Distance from a centre of each block to
the nearest primary highway with
limited access, interstate highways and
toll highways, in km

Road index (km) RI Total distance of all roads in km within
1 km® of area

Environmental Variables

Distance to major open space (km) DO Distance from a centre of each block to
the nearest major open space including
national park service land, national
forest or other federal land, state or local
parks or forests in km

Distance to lake (km) DL Distance from a centre of each block to
the nearest major lake or reservoir in km

Pollution PL NO; level

Elevation (km) EL Mean elevation of each block in km

Stream index (km) . SI Total distance of streams and rivers of
each block in km within 1 km? of area

Open space index (%) oS Ratio of total area of major open space

to total area of each block

area of the block, is created to measure the effects of both relative abundance and
existence of open space in the neighbouring blocks. Similarly, the stream index and road
index are created to measure the effects of both relative abundance and existence of
streams and roads respectively in the neighbouring blocks.




Table 2. Mean values of variables for different communities

Urban-dominant Urban-moderate Rural-moderate Rural-dominant
Dependent Variables
Housing count (per km?) 0.0004 0.0003 0.0001 0.00002
Socio-economic Variables
Housing value ($1000) 59.990 63.337 63.745 56.245
Income ($1000) 1251 13.31 12.69 11.09
Population density (per km?) 0.093 0.063 0.014 0.006
Crime rate 137.64 110.87 49.04 45.97
Stability (%) 0.51 0.55 0.59 0.64
Education (year) 1197 11.84 11.51 11.27
Political view (%) 041 041 042 0.43
Travel time to work (min) 16.45 16.58 19.24 20.56
Distance to any city (km) 2.68 3.01 4.57 743
Distance to major city (ki) 32.73 40.65 52.36 64.11
Distance to major road (km) 4.46 6.78 10.01 18.52
Road index (km) 0.033 0.028 0.014 0.010
Environmental Variables
Distance to major open space (km) 15.12 16.69 16.74 17.07
Distance to lake (km) 6.04 6.43 6.05 7.39
Pollution 97.99 94.33 91.97 92.54
Elevation (km) 0.38 0.39 0.42 0.56
Stream index (km) 0.004 0.004 0.004 0.004
Open space index (%) 0.004 0.002 0.001 0.001
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The aggregate housing demand equations are estimated using cross-sectional data.
Because the block size and characteristics of residential decisions differ across blocks,
heteroscedasticity is likely to be present. The null hypothesis of no heteroscedasticity was
tested using the Lagrange Multiplier (LM) test suggested by Greene (1997, pp. 653—658).
The null hypothesis is rejected at the 1 per cent significance level for each equation.
Heteroscedasticity was corrected using the technique suggested by Kmenta (1986,
pp. 270-276). The transformed equation system was then estimated using the SUR
estimator.

It is a challenge to incorporate all the independent variables for the housing demand
equations because they may be collinear. Although there have been many suggestions
about how to detect multicollinearity, there are no certain guidelines. A commonly used
rule of thumb is that if the correlation coefficient between the values of two regressors is
greater than 0.8 or 0.9, then multicollinearity is a serious problem (Judge et al., 1982,
p. 620). Few of the correlation coefficients are shown to be close to 0.8 (e.g. correlation
between housing values and education level, income and education level, housing values
and income, and road index and population density). Testing for the seriousness of the
multicollinearity was carried out by deletion of the regressors involved with high
correlation coefficients. No serious fluctuations were detected in the coefficients, nor
serious changes of statistical significance resulting from the deletion of the regressors with
high correlation coefficients. Thus, the suspected multicollinearity does not appear to be a
serious problem in the aggregate housing demand equation.

Study Area and Data

The study area is the Blue Ridge region of the Southern Appalachian Highlands which
includes all of the mountainous portions of western North Carolina, northern Georgia,
southeastern South Carolina, eastern Tennessee, southwestern Virginia and southeastern
West Virginia. This region makes up 3687 blocks of the 1990 US Census (see Figure 1).
The eastern portion of the region is dominated by the Blue Ridge Mountains, which rise
abruptly from the Piedmont province, forming a rugged and diverse landscape.
Regionwide, the area of developed land has increased considerably over the past 20 years.
Much of this development has been at the expense of cropland and pasture. Although the
region has the greatest concentration of federally-owned land in the eastern USA, the vast
majority of the region’s land is privately owned. The population of the region increased
by 27.8 per cent between 1970 and 1990. Despite this growth, the population density in
the study area remains below the average for the six states that contain the study area
(US Forest Service, 1996).

Two principal data sources were used in this study: Applied Geographic Solutions,
Thousands Oaks, California, which collects demographic, housing, crime risk and
pollution data from the US Census, the FBI and the EPA; and Geography Network, a web
service which provides geographic data from the Environmental System Research
Institute (ESRI), Redlands, California. ArcView GIS software was employed to generate
the database, using the data from the two principal sources. Distance calculations were
made using a raster system where all data were arranged in grid cells. Distances were
measured as the Euclidean distance from the centroid of a census block to the nearest edge
of a feature. The sum of length and the sum of area were calculated using ArcScripts,
downloaded from ESRI.
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Although most people intuitively think of census blocks as being rectangular or square,
of about the same size, and occurring at regular intervals, as in many large cities of the
USA, census block configurations actually are quite different. The pattern, size, and shape
of census blocks vary within and between areas. Factors that influence the overall
configuration of census blocks include topography, the size and spacing of water features,
the land survey system and the extent, age, type, and density of urban and rural
development. The census blocks in remote areas may be large and irregular and may
contain many square miles (US Census Bureau, 1990).

The dependent variable of the community choice model is a community index. The
index to classify each block was constructed into different communities. The classification
of the four communities is based on information about housing types from the US Census.
The US Census divides housing types into urban core, urban non-core, rural farm and rural
non-farm, based on the population of each block. Specifically, the ratios of housing types
of urban core and urban non-core to all housing types were calculated for each block. A
block is identified as an urban-dominant, urban-moderate, rural-moderate and rural-
dominant community based on the ratio of the housing types. Definition of variables and
mean values of variables for different communities are shown in Tables 1 and 2
respectively. Number of blocks and percentage of total study land area for the four
conmmunities are given in Table 3.
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Table 3. Number of blocks and percentage of total study land area for different communities

Urban-dominant Urban-moderate Rural-moderate Rural-dominant
% of urban core 100% Greater than Greater than 0% 0%
and urban non-core or equal to 50% and less than 50%
housing types and less than 100%
Number of blocks 554 (1%) 1027 (6%) 495 (10%) 1611 (83%)
(% of total study
land area)

Estimation Results
Estimates of the Community Choice Model

Descnptwe statistics of predicted-normalised value of community characteristics, AZ, =
zZ, — Zb, used in the multinomial-logit model are shown in Table Al in the Appendix.
Parameter estimates and marginal effects of independent variables on the choice of urban-
moderate, rural-moderate and rural-dominant communities for the multinomial logit model are
presented in Table 4. Coefficients for the urban-dominant community are not presented because
they are constrained to be 0 as explained in the “The Community Choice Model’ section.
The results show that community choice is significantly affected by educational level, a
household characteristic. Educational level is positively correlated with a choice of urban-
moderate community, but it is negatively correlated with choices of rural communities.
Households are more likely to choose to locate in the urban-moderate communities, but they
are less likely to choose to locate in the rural communities if education level of the households
in the communities is higher. The marginal effect of education is 0.06 per cent in the rural-
moderate model and it increases to 0.24 per cent in the rural-dominant model. This means
higher education level pulls households away from rural-moderate communities, and even
more so from rural-dominant communities. Political view is also correlated with choices of
the rural-moderate and rural-dominant communities. Conservative households are more
likely to choose to locate in rural communities. These results indicate that more educated
households tend to choose to locate in urban-moderate communities, while a greater number
of households are attracted to rural communities with more conservative political views.
The results also show that community choice is significantly affected by population
density, a community attribute. Population density is negatively cormrelated with the
choices across all three communities. Households are less likely to choose to locate in all
three types of communities consistently if the population density of the communities
increases. The marginal effect of population density is 0.95 per cent in the rural-dominant
community model, which is greater than the 0.35 per cent of rural-moderate and 0.57 per
cent of urban-moderate model. The higher marginal effect of population density in the
rural-dominant model may be explained by households’ greater degree of discomfort with
higher population densities in rural-dominant communities. The community choice is
significantly affected by crime rate in the urban-moderate model. An increase in the crime
rate decreases the choice of urban-moderate communities. The insignificant crime rate in
the rural-community model reflects the minor role of a lower crime rate in the rural area.
Households are more likely to choose to locate in all three types of communities if the
communities hold more stable neighbours. Households are more likely to choose to locate
in the rural-dominant communities if the rural-dominant communities have a lower level




Table 4. Parameter estimates and marginal effects for the multinomial logit model of community choices

Urban-moderate Rural-moderate Rural-dominant

Parameter estimates ~ Marginal effects  Parameter estimates ~ Marginal effects  Parameter estimates ~ Marginal effects

Constant 6.1529"" —-0.0150" —1.1680" -09912™ 10.6391"" 1.9369™
Education 0.0112" 0.0013"" -0.0115° -0.0006 -0.0252"" ~-0.0024"
Political view 0.0049 0.0002 0.0081" 0.0003" 0.0073" 0.0008"
Population density ~0.1452™" -0.0057"" —0.1505™ —0.0035™" —0.1463" —0.0095™
Crime rate —0.0028"" -0.0011™" 0.0071 ~0.0008 0.0021 0.0004

Stability 0.0003"" 0.0010™ 0.0024™" 0.0001™ 0.0067 0.0015"
Pollution 0.0037 0.0003 0.0061 0.0005 0.0016 ~0.0004"

Log likelihood, —4689.60; **indicates statistical significance at the 1% level; *indicates statistical significance at the 5% level. The unit of community characteristics
in the model is deviation from the predicted-normalized values, multiplied by 1000 (see equations (5) and (6)).
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of air pollution. However, the households’ choices of the urban-moderate and rural-
moderate communities are not significantly affected by air quality. These findings suggest
that living with cleaner air quality is a more significant concern to households who choose
to locate in rural-dominant communities than in urban-moderate or rural-moderate
communities.

Estimates of the Housing Demand Model

Estimates of the equation systems of housing demand and housing price for the housing
demand model are listed in Table 5 and Table A2. It should be noted that the signs of the
statistically significant coefficients in the housing demand equation are consistent with the
signs of the statistically significant coefficients in the housing price equation. The focus is
on a discussion of the results of the housing demand models for the four different types of
communities in Table 5. Of the 76 housing demand coefficients (19 variables in each of the
4 equations), 38 are significant at the 5 per cent level. The system weighted RZis between
0.86 and 0.93.

The self-selection variables are taken from the multinomial logit model. There is
substantial evidence that self-selection occurred in the households’ community choices.
The coefficients of the self-selection variable A are statistically significant at the 5 per
cent level in all the communities. This suggests community choices would not have the
same effects on housing demand. This implies a distinctive heterogeneity in the
characteristics found in the community types observed in the region. The coefficient of
the self-selection variable is negative in the rural-moderate community while it is
positive in the rest of the communities. The interpretation of negative self-selection can
be attributed to the least probability of households’ choices of the rural-moderate
community.

To determine if the estimated coefficients are statistically different by the four types of
communities, a Chow test is used to test the hypothesis that the regression coefficients are
the same across the communities. This tests the null hypothesis of equal disturbance
variances from the different regressions. If they are not the same, heteroscedasticity exists
in the estimation of the pooled data. The F-values for pair-wise tests that the regression
coefficients are the same between the four communities are 5.23, 6.02 and 4.55
respectively. All the F-values are greater than the critical value, 1.57, so the hypothesis
that all the regression coefficients are the same in the four types of communities at the 5
per cent level is rejected. Based on these tests, it is concluded that housing demand values
differ under various socio-economic and environmental variables in the four types of
communities. '

The parameter estimates of the housing demand equations show that variables affecting
housing demand vary across the communities. Housing demands are affected more by
socio-economic variables in urban communities, while they are affected more by
environmental variables in rural communities, Of the 24 socio-economic coefficients
(12 variables in each of the dominant and moderate equations), 15 in the urban
communities and 11 in the rural communities are statistically significant at the 5 per cent
level. Of the 12 environmental coefficients (6 variables in each of the dominant and
moderate equations), no variables in the urban communities and 8 in the rural communities
are statistically significant at the 5 per cent level.




Table 5. Parameter estimates for the housing demand equations for alternative community choices

Urban-dominant

Urban-moderate

Rural-moderate

Rural-dominant

Constant

Socio-economic Variables
Housing value

Income

Population density
Crime rate

Stability

Education

Political view

Travel time to work
Distance to any city
Distance to major city
Distance to major road
Road index

Environmental Variables
Distance to major open spaces
Distance to lakes

Air pollution level

Elevation

Stream index

Open space index

Self-selection Variable
A

System weighted R®
Sample size

~0.3534"

"

—0.0016"
0.0064"
3.4255™

-0.0001"

-0.1125"
0.0221

—-0.0484
0.0028°
0.0028

- 0.00001

—0.0025™
5.3893"

n

0.0002
- 0.0002
- 0.0004
~0.0331
- 1.4739

0.0957

0.0337"
0.91
554

0.1332"

-0.0003""
0.0036"
3.7256*"
0.00002

~0.0130

-0.0173"

—0.0040
0.0013"
0.0011

- 0.00002
0.0001
2.4607""

= 0.00004
-0.0003
- 0.0004
0.0181
-0.6132
0.0495

0.0036"
0.88
1027

—0.0399"

-0.0001"
0.0003
3.2177

—0.00003
0.0046
0.0019

—0.0067
0.0001

- 0.0004

—-0.00002
0.0001
1.8707**

o

0.00005
—0.0002""
~0.0068

0.0117"*

1.8363"

0.0635

—-0.0091""
0.86
495

-~0.06421"°

- 0.00006""
—0.00004
3.1957"
—0.00002"
—0.0019
0.0039""
—0.0020"
0.0001""
0.0001
0.00002""
0.00002
1.2484™

0.00003"
—0.00003""
0.00006
0.0053™
1.1552™
0.0115"

0.0007""
0.93
1611

“indicates statistical significance at the 1% level; “indicates statistical significance at the 5% level.
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The effects of socio-economic variables on housing demands across urban and rural
communities also vary, although differences in socio-economic effects are not as drastic as
differences in environmental effects. Population density in both urban and rural-
dominated communities commonly affects housing demands in both urban and rural-
dominated communities. A higher population density requires more housing. The
marginal effects of population density on the urban communities are higher than those of
the rural communities. This suggests that an equal increase in population density increases
housing demand more in the urban communities than it does in the rural communities. This
finding may provide evidence that housing developments in urban communities are more
responsive to increased population than housing developments in rural communities.
Alternatively, it may simply reflect the fact that rural households tend to have more people
in them than in urban households.

A lower crime rate and higher levels of education attract more housing, both in urban-
dominated communities and rural-dominated communities. The marginal effects of these
two variables in urban communities are higher than those in rural communities. They
indicate that safety and the education level of the community are common concerns of
urban and rural households, but the degree of the concern is greater in urban communities.

A less conservative political viewpoint is correlated with more housing in rural-
dominant communities. This reflects the fact that more conservative neighbours are
inclined toward land-use policy that may restrict residential development in a rural-
dominant community. The coefficient for travel time to work is positive and statistically
significant at the 1 per cent level in rural-dominant community. This indicates that an
increase in travel time to work increases housing demand in rural-dominant community.
This surprising result may be explained by the fact that there are many retirees and second
homeowners who enjoy better environmental amenities at greater distance to work in
rural-dominant community. The coefficient for the road index is positive and statistically
significant at the 1 per cent level in all the communities. This suggests that road
accessibility is important to houses in any type of community.

Housing value, income, stability, and the distance to major roads have significant effects
on housing demand in urban communities. Housing demand is negatively associated with
housing value in all types of communities. This is evidence that supports the notion that the
law of demand, the inverse relationship between price and quantity, is at work in the housing
market. Housing demand is positively associated with income in urban communities. It is
negatively associated with the stability of households in urban-dominant communities. This
may imply that households in urban communities are younger and closer to the beginning of
career and family path, thus more mobile. Housing demand is higher in urban-dominated
communities, where the houses are closer to a major road.

Four of six environmental variables are statistically significant at the 1 per cent level in
the rural-dominated communities. Households are more likely to locate in the blocks that
are closer to lakes, at higher elevations, and with greater access to streams and open
space within the rural-dominated communities. Environmental variables did not have
a substantial impact on the housing demands of urban communities. Clear differences in
the effects of environment factors on housing .demands between urban and rural
communities imply heterogeneity in the characteristics found in the community choices
observed in the region; this confirms significant self-selection.

All coefficients for the distance to a lake are negative across the urban and rural
communities, although the coefficients of only the rural communities are significant at the
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1 per cent level. This shows that both urban and rural households enjoy the environmental
amenities of lakes but the attractions are only substantial to rural households. Elevation
and access to streams are statistically significant at the | per cent level in both rural-
moderate - and rural-dominated communities. This indicates that the environmental
amenities of higher elevation and a greater access to streams draw a substantial number of
households to rural communities. The coefticient for the open space index is positive and
statisticaily significant at the 1 per cent level only in rural-dominated communities. This
suggests that access to open space is significantly important only to rural-dominated
households.

Distance to the closest city is not a significant factor across the communities, and
distance to the closest major city is not a significant factor in urban communities. This
result may be explained by the relatively smaller and fewer cities observed in the region.
The impact of distance to the closest major city is positive and significant at the | per cent
level only in rural-dominant communities. This implies that rural-dominated households
enjoy remoteness more than the positive utilities of being close to major cities. Air
pollution is not a significant factor in housing decisions across the communities, perhaps
reflecting that air quality under each community choice of the region is relatively
homogeneous. Thus, the air quality is nof a significant factor of housing choice within each
community, even though it is a significant factor of alternative community choices, as
shown in the estimates of the community model.

Conclusion

This paper develops an econometric model that incorporates housing demand within a
selected community through the application of spatial statistics with GIS. Census block
data are used to present a coherent multi-scale model of housing demand in the Southern
Appalachian region.

The first-stage analysis yields estimates of the marginal effects of household
characteristics and community attributes in community choices. It was found that more
conservative, less crowded, safer and more stable communities attract more households
regardless of types of communities while more educated communities attract more
households in the urban-moderate communities and cleaner air quality attracts more
households in the rural communities. The second-stage analysis yields the marginal
effects of the socio-economic and environmental characteristics in the residential
choices for different communities. There is a distinctive heterogeneity of the
characteristics found in the community choices observed in the region. The socio-
economic motives of urban communities and the environmental motives of rural
communities are more weighted in their housing decisions. Specifically, housing
development in urban communities is more responsive to increased population density
than housing development in rural communities. Safety and the education level of the
community are a greater concern to urban households. The law of demand, the inverse
relationship between price and quantity people want to buy, is at work in the housing
market. The higher income in urban communities attracts more housing. Households
in urban communities are younger and closer to the beginning of career and family
path, and are thus more mobile. Houses are more likely to be closer to a major road
in urban-dominated communities. On the other hand, the environmental amenities of
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proximity to a lake, higher elevation, greater access to streams and greater access 1o
open spaces draw a substantial number of households to rural communities.

According to the community medel estimates, policy makers could build
programmes which encourage or discourage housing development in their community
depending on the characteristics or preferences of the community. For example, policy
makers could encourage more housing developments in the community by developing
a programme lowering crime rate and increasing the stability of the communities.
A programme improving air quality would be helpful for encouraging development in
rural communities. They could also use the estimates from the housing demand model
to predict future housing density for different types of communities given projected
factors for housing demand. For example, an increase in population density increases
housing demand more in the urban communities than it does in rural communities.
Accordingly, policy makers in urban communities would need to reserve a greater
budget for infrastructure expansion resulting from the anticipated increase in housing
demand when compared with rural communities with the same increase in population
density.

Based on the results of this study, growth drivers play out in distinctive ways in different
community types. These distinctively different growth drivers imply that growth of an area
has to be managed differently according to community type. These findings indicate that
as development proceeds, shifts between community types will bring changes in their
social structures. These changes will probably give rise to conflict as development
proceeds and will have implications for how subsequent development might be organized
across a landscape.

The next logical step of the analysis is in the resolution of the block level in the site-
specific housing choice model. Housing choices at an individual level could be used for a
better analysis of more-fine-scale units if the individual housing data were readily
available. This dataset could be built using a database of individual houses from county tax
assessors’ offices, the census dataset of block levels, and the GIS database that could be
created using information about individual houses. While collecting a dataset from the 98
counties of the Southern Appalachian region would be extremely expensive, a sample
study for some selected counties in which all the types of communities are contained might
be feasible.

Another extension of this research would be to develop predictive models of land-use
choice that incorporate socio-economic and environmental influences at the micro level.
Another direction for further research would be to address the conflict between long-time
residents and newcomers to the region. This region is increasingly divided into social
structures of long-time residents and newcomers who move to this area mainly in pursuit
of retirement, vacation homes and second homes. The interests of these two groups
conflict in many ways, including in the area of housing decisions. The models used in this
study can be modified to investigate the heterogeneity and potential dynamics of these two
groups in the area.
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Appendix

Table Al. Descriptive statistics of predicted-normalized value of communily characteristics,
AZy = Z, — Z, . used in the maltinomial logit model

Mean Standard Deviation Min Max
Education 0.0291 5.2126 —68.6611 31.0084
Political view 0.0001 10.3254 —39.8422 59.7255
Population density 0.0073 1.7475 - 15.1089 88.9008
Crime rate -0.0104 11.0954 —67.4531 82.3242
Stability —0.0996 11.7744 -63.9010 36.0742

Pollution 0.0298 9.4986 —26.1140 31.2493
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Table A2. Parameter estimates for the housing price equations for alternative community choices

Urban-dominant

Urban-moderate

Rural-moderate

Rural-dominant

Constant

Socia-economic
Variables

Housing density
Income

Population density
Crime rate

Stability

Education

Political view

Travel time to work
Distance to any city
Distance to major city
Distance to major road
Road index

Environmental
Variables
Distance to major
open spaces
Distance to lakes
Air pollution level
Elevation

Stream index
Open space index

Self-selection
Variable

A

System weighted R®
Sample size

- 38.4639"

e

—26.2025
3.6826
13.5963™"
-0.0014
—21.0089""
6.1074"
2.7665
0.1611
—-0.6631
-0.0689""
0.2051""
99,0902

LT

0.0937

—0.1798
=0.1257
4.0689
—234.3440
—8.0645

1.1595"
0.79
554

—-66.8771""

x

-20.9760
3.0769°"
9.5812"

-0.0027

-39.9708""

—7.7764™
10.0521
0.4277
—~0.3542
—-0.0314
0.0933

209.9210*"

0.0831

~0.0225
0.0644

93571
74.5373

48.8744""

1.4014"
0.75
1027

- 111.7560"

£

~83.7765
2.8065"
27.3733"
0.0787
—43.6609""
11.9162
- 11.6179
0.5126"
0.0129
-0.0204
0.0053
97.7989

*

—0.0594

0.0467
0.0497
3.5778
420.2009
52.3405

3.5834""
0.79
495

—96.9941""

o

~ 180.6060
3.2846"°
38.3529""
0.0111
-39.5169""
9.4891""
1.6797
0.0926
0.3754
0.0183"
0.0577™"
724.6633™

—0.0840"

-0.0985™
0.1324
8.3901™

791.0950™"
3.9760"

1.8354"
0.70
1611

““indicates statistical significance at the 1% level; “indicates statistical significance at the 5% level.




