Investigating the effect of lab bias on long-term stream chemistry data
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ABSTRACT

Long-term (LT) stream chemistry studies are used to examine changes in and responses to the environment. Much of the data collected over long periods of time goes through changes in instrumentation, methods, and personnel potentially resulting in changing values. A data user must understand these measures of data quality through quality control (QC) results to know with certainty if trends are real or attributable to other factors. We used the Web of Science database search engine to search for LT stream chemistry studies. For each study, we then determined: record or study length; if QC was reported; and if QC was used. We found that 33% of papers reported QC in the method, and 12% presented the QC in the results. Next, we conducted a case study on 46 years of stream chemistry data to evaluate the data with and without the application of QC protocols from two watersheds (WS) at Coweeta Hydrologic Laboratory: WS 7; clear-cut in 1967–77 and adjacent WS 2 which serves as a reference. We focused on nitrogen and sulfur due to their importance in understanding the forest ecosystem response to disturbance ($\text{NO}_3$) and acid deposition ($\text{SO}_4$). We determined average annual dissolved inorganic nitrogen (DIN) export ($\text{NH}_4 + \text{NO}_3 = \text{DIN}$) using three methods for censoring values below the method detection limit (mdl): (1) the found value, (2) the value of zero, and (3) one-half the mdl value. We found that DIN export for WS 2/WS 7 was (1) 66.9/831.4 (g ha$^{-1}$ yr$^{-1}$), (2) 45.4/808.0 (g ha$^{-1}$ yr$^{-1}$), and (3) 72.1/823.2 (g ha$^{-1}$ yr$^{-1}$) using the three censoring methods, and that the export estimate was significantly different for WS 2 but not for WS 7 ($P = 0.001$). We found that on average stream $\text{NH}_4$ concentrations were below the mdl 58% of the time until an instrument change in 1994 resulted in improved mdls resulting in fewer data points below detection. We found increased bias for stream $\text{SO}_4$ concentration following an instrumentation change from segmented flow analysis to ion chromatography. As a result, stream $\text{SO}_4$ concentration data that were bias-corrected declined more rapidly in WS 2 compared with non-bias-corrected data, but not in WS 7. We conclude that including QC results with LT data is essential to verify data validity and give the data user a full understanding of the results.
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HIGHLIGHTS

- Long-term (LT) stream chemistry studies are used to examine environmental changes, but few studies report QA/QC information.
- An analysis of 272 LT stream chemistry papers revealed that only 33% reported QC.
- A study of 46 years of stream nitrogen export from Coweeta Hydrologic Laboratory showed that incorporating QA/QC data for values below the detection limit resulted in significantly different export estimates.

INTRODUCTION

Quantifying the effects of changing climate, land use, land management, or policy often employs long-term (LT) data. Additional benefits of LT studies, such as identifying infrequent events, trends, and unexpected findings, have also been established (Whitehead et al. 2009; Lindenmayer et al. 2010), while noting it may take 20–30 years to recognize the trend (Burt et al. 2008). Collecting data over these long periods can come with changes in method, instrumentation, and personnel – all sources of uncertainty in the data (Buso et al. 2000; Campbell et al. 2016). Uncertainty studies have shown that nutrient budgets can be misrepresented if the error is not recognized and propagated; uncertainty from sample analysis worst case scenario can lead to a 400% error; and identifying the greatest sources of uncertainty can help mitigate the errors (Harmel et al. 2006; Lehrter & Cebrian 2010; Yanai et al. 2015).
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From *Standard Methods* (2012) – ‘Quality assurance’ (QA) is a laboratory operations program that specifies the measures required to produce defensible data with known precision and accuracy. This program is defined in a QA manual, written procedures, work instructions, and records. The manual should include a policy that defines the statistical level of confidence used to express data precision and bias, as well as method detection levels (MDLs) and minimum reporting limits (MRLs). The overall system includes all QA policies and quality control (QC) processes needed to demonstrate the laboratory's competence and to ensure and document the quality of its analytical data.

The quality of data obtained during water sample analyses must be supported by measurements of error which provide a basis for assessing quality (Taylor 1987). In laboratory analyses, there are three sources of error: data entry, contamination, and analytical error (Buso *et al.* 2000). Data entry errors and contamination are identified through QA procedures. Analytical error, the uncertainty in the analysis, can be quantified by using certified QC reference samples. Although analytical error is reported by the instrument manufacturer, the actual uncertainty can vary year-to-year and from operator-to-operator. Documenting these changes and how the data were affected (the uncertainty) is an important tool for the data user (Beard *et al.* 1999) and should be part of the QA/QC program of every laboratory (Sullivan *et al.* 2012). Reliability of data is assessed using the QC parameters: bias (mean error), precision, (relative standard deviation, %RSD), and the method detection limit (mdl) (Standard Methods 2012). Bias tells a user how close the mean of observed values is to the actual value while precision allows the user to know how reproducible that value is. The two parameters give the accuracy of the result (Walther & Moore 2005; González & Herrador 2007). The mdl defines the minimum concentration of a substance that can be measured and reported with 99% confidence that the analyte concentration is greater than zero (USEPA 2016). Minimizing the analytical error associated with the analysis should be the goal of every lab (Campbell *et al.* 2016), but keeping records and reporting the error is also crucial to good data management (Karl *et al.* 1989; Michener *et al.* 2011). Error in data found outside the established range is termed censored data. Much of the censored data in stream chemistry is data found to be below the mdl (Kroll & Stedinger 1996). Data below the mdl may or may not produce a value depending on the sensitivity of the instrument making the measurement. Censoring data below mdl produces distorted results and the loss of available information (Farnham *et al.* 2002; Helsel 2005). Helsel investigates three approaches to extract information from censored data: substitution, maximum likelihood estimation, and nonparametric methods. Farnham *et al.* (2002) investigate the differences of assigning the censored data to values of zero, one-half the mdl, and the mdl for measurements involving trace analysis. They found that substituting one-half the mdl was superior to substitution with 0 or mdl for the data set they worked with and that all of the substitution methods behaved poorly when 30% of the observations were below mdl.

Changing methods or instruments used in an LT sampling program can affect the data if not realized and accounted for. Effects can manifest as increased or decreased variance, or step changes. For example, Evans *et al.* (2007) found that, over the course of a 26-year study measuring sulfate in water samples, the data were initially noisy but became stable after a change in method occurred. Meyer *et al.* (2014) used a regression coefficient to adjust dissolved organic carbon data affected by an instrument/method change during a 25-year study. These examples illustrate not only why the goal of a QC program should be to provide the end user with as much information as possible to accept or reject a particular sample value (Eischeid *et al.* 1995), but also the importance of using and presenting QC data in publishing and presenting LT data. While there are published guidelines for users of LT data regarding QC information (e.g., Porter & Callahan 1994), ultimately presenting QC information depends on the data user. One study reported that nearly one-third of papers did not adequately describe their QA/QC procedures despite it being a requirement of the journal the papers were published in (Kervin *et al.* 2015). Michener (2015) highlighted the use of LT data sharing sites where the success or failure of the data was dependent on fully documenting the meta-data, which included measures of QA/QC. Some research studies do present QC methods and QC results (e.g., Ludtke *et al.* 2000), but one decades-old survey reported that many studies did not then use or report QC (Bowser 1986). The importance of quantifying uncertainty in lab studies was not fully recognized until 1978 when, due to the lack of reliable and comparable data, Good Laboratory Practice (GLP) regulations were introduced by the Food and Drug Administration and the Environmental Protection Agency (EPA) for toxicological research but later became more widely used (Vijverberg & Coffino 1987; Libes 1999). Although part of GLP is the establishment of QA/QC protocols, EPA's Methods for Chemical Analysis of Water and Wastes (USEPA 1983) did not have QA/QC protocols.
until updated in 1993 (USEPA 1993). Because the widespread acceptance and use of QA/QC emerged in the last approximately 30 years, it is conceivable that the start of some LT sampling studies pre-dates this emergence and thus does not include QA/QC for the entire record.

Our aims were to investigate the use of QC data in the LT stream water quality literature and to present and apply QC information to a LT stream chemistry data record to illustrate potential challenges in interpreting time trends without QC information. We used a database of scientific literature to search for publications that presented LT stream water quality data and determined whether QC information was considered in presenting or interpreting the results. We hypothesized that, despite the accepted importance of utilizing this information, the majority of studies would not use this information, regardless of record length presented. We also examined 46 years of stream water chemistry results at Coweeta Hydrologic Laboratory (CHL) in western North Carolina and applied QC results of bias and mdl obtained from the quarterly QC checks. We tested whether the observed interpretation of trends would change after QC incorporation.

**METHODS**

**Survey of quality control**

Using the Web of Science (WOS), a subscription-based website providing access to multiple databases, we conducted a search for papers studying nutrients in freshwater streams using the following search parameters: stream AND [sulfate OR nitrate OR nutrient] NOT [mercury OR sewage OR lake OR pesticide OR biological OR hormone]. We conducted a second search adding the parameter ‘long-term’ to the above parameters. Using WOS search history tools, we combined the results of the two searches. Publications within the fields of environmental science, forestry, agriculture, ecology, water resources, and multidisciplinary science were used. The time span was 1900 to 2018. The search yielded 3,738 papers. We further refined the subsampled papers to include only LT studies with data collection over 5 years or more involving natural freshwater streams. Given the volume of results, for time and efficiency purposes, we subsampled these results using the order of relevance as assigned by the WOS and examined 1,465 for review. From the 1,465 papers we examined, we found 591 papers that were not relevant and could not obtain a paper for 63 of the citations. For the remaining 811 papers, we found that 539 were not LT studies, and 272 were LT studies of 5 years or greater. Thus, our final sample size was 272. For these papers, we evaluated each for QC information, categorizing them into ‘no QC reported’, ‘QC reported’, or ‘QC used’, and we further noted their record or study length, categorizing them into ‘5–10 years’, ‘11–15 years’, ‘16–20 years’, ‘21–25 years’, ‘26–30 years’, ‘31–35 years’, ‘36–40 years’, or ‘41+ years’. We used a broad definition for reporting QC results as citing any of the following: mdl – which could be stated as mdl or detection limit (DL), precision, accuracy, determination of ion balance equation, % recovery, or any statement, suggesting the data were evaluated using QC protocols.

To test whether the majority of papers either presented or used QC information, we computed binomial proportions, confidence limits, and tests for the ‘no QC reported’ category across all study lengths using PROC FREQ in SAS (SAS v9.4, Cary, NC, USA). We tested the null hypothesis that the population proportion of papers reporting no QC information equaled 50% at the $\alpha = 0.05$ level.

To test whether the QC reporting and/or use varied with study length, we modeled the frequency data as the main effect categories of study length and QC reporting status using a generalized logit model with a log-linear response function to transform the cell probabilities (PROC CATMOD, SAS v9.4, Cary, NC, USA). All main effects and interactions (if significant) were tested post hoc with custom contrast statements at the $\alpha = 0.05$ level.

**Case study**

We tested the impact of incorporating QC results on LT trends on stream chemistry data from CHL. CHL is a USDA Forest Service Experimental Forest located in Otto, NC, established in 1934. Stream chemistry measurements began in 1972, yielding 46 years of data during which time there were 19 analytical instruments, quantifying 12 chemical constituents for 15 watersheds. We focus on stream ammonium ($\text{NH}_4^+$) and nitrate ($\text{NO}_3^-$) nitrogen, and sulfate ($\text{SO}_4^{2-}$), both important to understanding the forest ecosystem response to acid deposition as seen in the LT changes in atmospheric sulfur deposition (USEPA 2015) and the significant nitrogen response to clear-cutting in WS 7 (Swank et al. 2014). Although we focus on nitrogen and $\text{SO}_4^{2-}$, other analytes ($\text{Cl}^-$, $\text{PO}_4^{3-}$, $\text{K}$, $\text{Na}$, $\text{Ca}$, $\text{Mg}$, $\text{SiO}_2$, and $\text{H}^+$) measured at CHL have been examined. The stream concentrations for these analytes (other than $\text{PO}_4^{3-}$) are at levels in which the mdl was not a factor and when graphed we did...
not visually find differences in values of bias-corrected and not-corrected. PO₄, with an average stream concentration of 0.004 mg L⁻¹ and an average mdl of 0.007 mg L⁻¹, was often below the sensitivity of the instrument and not used.

The CHL has a well-established QC program for stream sample analysis that includes daily development of a calibration curve for analyses on each instrument, verified with certified calibrants and calibrant checks (USDA FS 2017). The instrument’s performance is further tested using certified QC samples (e.g., NSI Solutions, Raleigh, NC, USA and Environmental Resources Associates, Golden, CO, USA). Certified QC samples were purchased and analyzed annually through the mid-1980s with the frequency of analyses per year increasing until the mid-90s when quarterly QC checks were adopted. Three solutions representing a range of dilutions were made from the purchased QC sample stock; all diluted samples were analyzed in triplicate. The diluted QC sample concentrations closely resemble CHL stream chemistry for all analytes. From these triplicate results, measures of bias, precision, and the mdl were determined. See Table 1, measures of QC, for definitions and formulas. Because so few measurements of mdl were made in the early years, we used the triplicate values from the observed values on the QC sample to calculate the mdl (n – 1 observations = 2) until December 2010 when more frequent mdl determinations from 10 observations were made. An averaged mdl was then determined from the multiple mdls determined throughout the year. This is a modified version of the method recommended by the EPA (USEPA 2016).

We used stream chemistry data from WS 2 and WS 7. WS 2 is a low-elevation watershed that serves as a reference for WS 7, which was clear-cut and cable-logged in 1976–77 (Swank et al. 2014). We evaluated the effects of changing instrumentation and analytical methods over time by looking at changes in mdl, bias, and precision. We (1) compared export values using three censuring techniques; (2) compared the bias-corrected vs. non-corrected data over the entire time series to see if trends differed; (3) evaluated if the bias was changing over time; and (4) compared the bias-corrected vs. non-corrected data within each analytical method (analytical method refers to either chemical method or instrument used) to see if there was a difference.

We determined how watershed dissolved inorganic nitrogen export estimates were affected when the mdl was taken into account using three methods for censoring values data below mdl, two of which were recommended by Farnham et al. (2002). Export was estimated using the weekly cumulative streamflow calculated from 5-min stage measurements multiplied by the weekly concentrations of NH₄ and NO₃ nitrogen in a stream grab sample. If the weekly stream concentrations were below mdl, we either (1) kept all values; (2) removed the values below mdl and assigned them a zero value; or (3) assigned them a value equal to one-half the mdl value. We then summed weekly export values to annual nitrogen export and tested whether the method for treating data below mdl resulted in a significantly different annual export estimate. Because our inference space was limited to two watersheds (WS 2 and WS 7), we used mdl treatment as the main factor with three levels and year as a replicate. Means were tested using a general linear model with year as a repeated factor (PROC GLM, SAS v9.4, Cary, NC, USA). If main effects were significant, level means were tested using a post hoc test with Tukey’s adjustment at the α = 0.05 level.

We compared the bias-corrected vs. non-corrected data for stream chemistry over the entire time series to see if trends differed. We adjusted weekly stream chemistry values by multiplying the weekly value by the QC bias and then subtracted (which if negative bias would be added) this error from the weekly value. After visually examining

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Measures of quality control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Term</td>
<td>Other designations</td>
</tr>
<tr>
<td>Bias</td>
<td>Measurement error, percent relative error</td>
</tr>
<tr>
<td>Precision</td>
<td>Relative standard error (RSD), %RSD</td>
</tr>
<tr>
<td>Method detection limit</td>
<td>mdl</td>
</tr>
</tbody>
</table>
the graph displaying annual means that were both adjusted for bias and unadjusted, sulfate (SO₄) appeared to differ when bias was incorporated vs. not. We thus statistically tested whether the linear trends were significantly different using a general linear model and an explicit test of slopes and intercepts using a dummy variable to denote inclusion of bias or not (PROC GLM, SAS v9.4, Cary, NC, USA) (Zarnoch 2009). We tested for autocorrelation among residuals of this model to lag 4 using the Durban–Watson test (PROC AUTOREG, SAS v9.4, Cary, NC, USA) and verified no significant autocorrelation among residuals. We also tested whether the bias differed among instruments over time (PROC ANOVA, SAS v9.4, Cary, NC, USA). Lastly, we separated the data by the analytical method – segmented flow analysis (SFA) vs. ion chromatograph (IC) – and statistically tested whether the linear trends were significantly different using a general linear model and an explicit test of slopes and intercepts using a dummy variable to denote inclusion of bias or not (PROC GLM, SAS v9.4, Cary, NC, USA) (Zarnoch 2009). For linear trends of the bias-corrected vs. non-corrected data for stream chemistry that were significantly different, we determined at what value of bias and year the points diverge by setting the equations of regression equal to one another.

RESULTS
Survey of quality control
The majority of LT water quality studies did not report any QC information (Figure 1). Of the 272 papers, 33% (90) had some form of QC, with 12% (32) using the QC finding in the data results. The proportion of the sampled papers that did not report or use QC information was 66% (182). This proportion differed significantly from the null hypothesis of 50% (z = 5.58, P < 0.001), leading us to reject it.

The proportion of papers not reporting QC data was greater than the proportion reporting and/or using QC information (QC category effect, χ² = 29.86, df = 1, P < 0.001), as noted above; and that the frequency of studies using QC information decreased with increasing study length (study length effect, χ² = 103.11, df = 7, P < 0.001). Studies that spanned more than 30 years were exceptionally rare, while those spanning 5–10 years were most common. Overall, the length of study did not affect the number reporting QC (no interaction effect, χ² = 3.99, df = 7, P = 0.78), leading us to accept our hypothesis that the majority of studies would not use this information, regardless of record length presented. Many of the papers citing QC information (50) and those using QC in the presentation of results (24) used mdl as the QC cited. The mdl used in the results was either: (1) shown graphically, (2) modified the measured concentration to one-half the mdl, (3) set the concentration to 0, or (4) the values were excluded. Of the 90 papers with QC results, eight merely referenced QC information with phrases like ‘all QC protocols were followed’. Twenty of the papers reported changes in method, instrumentation, or personnel during the period of measurement.

Figure 1 | Results of the literature search. Frequencies of papers found and frequency of those papers that had no QC reported, QC reported, and QC used in the result. Year categories not sharing the same lowercase letters were significantly different at the α = 0.05 level.
Case study

We found that on average, the stream NH₄ concentrations in the weekly grab samples for both WS 2 and 7 were approximately equal (0.004 mg L⁻¹) and were below the mld (average 0.006 mg L⁻¹) 58% of the time. We found that on average, the stream NO₃ concentration for WS 2 and 7 (average 0.008 and 0.069 mg L⁻¹) was below the mld (average 0.006 mg L⁻¹) 28 and 7% of the time. An instrument change in 1994 for measuring NH₄ resulted in improved mdls (average 0.004 mg L⁻¹) and decreased the number of data points below the mld. Prior to 1994, 78% (WS 2) and 76% (WS 7) of NH₄ values were below the mld; after 1994, 38% (WS 2) and 41% (WS 7) of NH₄ values were below the mld. The measurement of NO₃ also experienced a decrease in mld with an instrument change (average before the change was 0.007 and 0.005 mg L⁻¹ after the change). The percent below the mld, however, increased for WS 2 (from 23 to 31%) and decreased for WS 7 (from 9.8 to 5.2%). The common methods for treating data below the mld – keeping all instrument-recorded values, assigning the value of zero, and assigning values below the mld to one-half the calculated mld value – resulted in significantly different estimates of total annual nitrogen export for WS 2 (treatment effect, F₂,132 = 6.99, P = 0.001), with the method of replacing values below the mld with zero resulting in significantly lower export values than the other two methods, which did not differ from one another. The annual export of nitrogen for WS 2 averaged (SE) 66.9 (5.5) g ha⁻¹ yr⁻¹ for all data included (Figure 2(a)), 45.4 (4.9) g ha⁻¹ yr⁻¹ when values below detection were assigned the value of zero (Figure 2(b)), and 72.1 (7.1) g ha⁻¹ yr⁻¹ when one-half mld was substituted for values below detection (Figure 2(c)). A different result was found when nitrogen export from WS 7 was examined (NS treatment effect), with all three methods producing similar export values regardless of the censoring method used for data below the mld. The annual export of nitrogen for WS 7 averaged (SE) 831.4 (91.5) g ha⁻¹ yr⁻¹ with all data included (Figure 3(a)), 808.0 (92.4) g ha⁻¹ yr⁻¹ when values below the mld were assigned the value of zero (Figure 3(b)), and 823.2 (92.1) g ha⁻¹ yr⁻¹ when one-half mld was substituted for values less than mld (Figure 3(c)).

Quarterly QC bias for stream SO₄ concentration increased when going from the SFA to the IC (F₃,111 = 10.60, P < 0.001, Figure 4). The percent bias for the SO₄ QC (absolute error) increased from 0.22% (2.67%) to 3.98% (5.07%) but improved the analytical precision (%RSD) from 4.12 to 1.10. We found that SO₄ concentration decreased over the entire period of record from 1973 to 2017 in both watersheds (WS 2: F₃,86 = 3.58, P = 0.02, R² = 0.11; WS 7: F₃,86 = 8.75, P < 0.001, R² = 0.20) (Figure 5). When bias was applied, SO₄ concentration appeared to decline at a greater rate over time compared with data with no bias applied for both watersheds, but this was not statistically significant (comparison of slopes, WS 2: F₁,86 = 0.14, P = 0.71; WS 7: F₁,86 = 0.52, P = 0.47). When evaluating changes in the SO₄ concentration for data analyzed only on the segmented flow analyzer (SFA) using bias-corrected compared with non-bias-corrected data, the time trend did not differ for either watershed (comparison of slopes, WS 2: F₁,32 = 0.01, P = 0.92; WS 7: F₁,32 = 0.06, P = 0.88). However, when the ion chromatograph (IC) analysis was used, SO₄ concentration that was bias-corrected declined more rapidly in WS 2 compared with non-bias-corrected data, but not in WS 7 (comparison of slopes, WS 2: F₁,50 = 4.66, P = 0.04; WS 7: F₁,50 = 3.14, P = 0.08, Figure 6).

Figure 2 | Watershed 2 nitrogen yearly export showing: all values (a), values below detection assigned the value of zero (b), and assigning one-half mld to values below detection (c). Mean annual export for nitrogen (g ha⁻¹ yr⁻¹): 66.9 (a), 45.4 (b), and 72.1 (c).
Figure 3 | Watershed 7 nitrogen yearly export showing: all values (a), values below detection assigned the value of zero (b), and assigning one-half mdl to values below detection (c). Mean annual export for nitrogen (g ha\(^{-1}\) yr\(^{-1}\)): 831.4 (a), 808.0 (b), and 823.2 (c).

Figure 4 | Percent bias for SO\(_4\) QC samples over time. Chart inset shows averaged bias by the instrument.

Figure 5 | For watershed 2 (a) and watershed 7 (b), average annual stream SO\(_4\) concentration with (solid symbols) and without (no fill symbols) bias applied. Linear regression fit to stream SO\(_4\) concentration with (dash line, regression on bottom) and without (solid line, regression on top) bias applied over time.
Using the trendlines from Figure 6(a), we determined the point of intersect, IC only, to be at the year 1998 with a corresponding absolute bias value of 4.42% for SO$_4$ QC. We found the average absolute bias after 1998 was 5.64%. The absolute bias for all SO$_4$ QC determinations was above 5.0% (and above 10%) for the IC 40% (8%) of the time and 17% (0%) of the time for the SFA (Figure 7).

**DISCUSSION**

For small watersheds, Harmel et al. (2006) found four procedural categories for the uncertainty in measured water quality data: streamflow measurement, sample collection, sample preservation/storage, and laboratory analysis. We focused on laboratory analysis to investigate possible effects changing methods might have on the data. Our aim was to bring to the attention of LT data users the need to recognize how these changes over time can affect the trends established from the data. We assert that including QC results with LT data is essential to verify data validity and give the data user a full understanding of the results. We recognize there are other factors which can affect the analysis such as sample storage/preservation, filtration, and washing protocols. We did not investigate these for this study.

**Figure 6** | Comparison of results when measuring SO$_4$ on the SFA (1973 to 1990) and on the IC (1990 to 2018). Shown are average annual stream SO$_4$ concentration WS 2 (a) and 7 (b) without (open symbols) and with (solid symbols) bias applied. Linear regression fit to stream SO$_4$ concentration without (solid line, regression on top) and with (dashed line, regression on bottom) bias applied.

**Figure 7** | Frequency of absolute bias for SO$_4$ QC samples by the instrument.
Survey of quality control

Our findings showed that QC results are not utilized in most published papers on LT stream chemistry, even though longer-term studies are more likely to go through changes in methods and instrumentation (e.g., Alewell et al. 1999; Bergfur et al. 2012; Coble et al. 2018). Our findings that only one-third of papers had some form of QC differed from Kervin et al. (2013) who found that nearly two-thirds of authors did describe QA/QC in the metadata for ESA (Ecological Society of America) data archive. However, their study focused only on data papers submitted to ESA in which meta-data description is a submission requirement.

We found that papers most often reported mdl as a QC result. Studies in which the mdl was used in the result either showed mdl graphically, changed the measured concentration to one-half the mdl, used mdl to modify the measured concentration to a value of 0, or used it to exclude values (e.g., Boy et al. 2008; Snelder et al. 2017; Stets et al. 2018). Previous studies suggest that, for inclusion of censored data (data below the mdl), users either assign values an arbitrary fraction of the mdl, determine a maximum likelihood estimation, or used nonparametric methods (ranking the data) when the data does not follow the normal distribution (Helsel 2005). The United States Geological Survey National Water Quality Laboratory (NWQL) uses two concentration markers for reporting low concentration data: a long-term mdl (LT-mdl) and the laboratory reporting level (LRL, two times the LT-mdl) for minimizing the risk of critical measurement errors (Childress et al. 1999). The LT-mdl controls the false-positive error and the LRL controls the false-negative error. Of the LT papers, we reviewed some reported changes in instrumentation and/or method throughout the course of the study and found that some results were affected. Notably, Rogora et al. (2001), in a 21-year study, found that a change in the instrumentation/method affected chloride and sulfate results which resulted in some data not being used. Coats et al. (2016) worked with data that spanned 42 years and noted that 27 years of NO3 data may have been affected by chemical interference from divalent cations resulting in inefficient recoveries. Others have reported that changes in instrumentation did not affect the data (e.g., Hruska et al. 2009; Stackpoole et al. 2017).

Case study

We found that a change in method and instrumentation affected the NH4 and SO4 stream chemistry data measured at CHL: the mdl for ammonium decreased over time, and sulfate data had an increase in bias. For CHL data we found in 1994 an instrument change in ammonium analysis resulted in a lower mdl, with a subsequent decrease in the number of reported values below detection. A change in method and instrumentation in 1990 for measuring sulfate resulted in increased bias but greater precision for sulfate data. Although there were measurable differences due to the change in instrumentation for both NH4 and SO4, the data trends did not change.

CHL data showed that censored data affected WS 2 nitrogen export but not WS 7, even though NH4 was often below detection for both watersheds. The WS 7 export contribution from NO3 minimized the NH4 contribution resulting in essentially no effect on the nitrogen export calculated from censored data. Though the total nitrogen export is small and therefore may not be biologically or ecologically important, our result illustrates the relevance of QC in LT studies involving trace contaminants such as lead. For instance, over a 10-year period lead had been measured in the San Francisco Bay with changes in instrumentation leading to an mdl for lead of 0.77 ± 0.29 ng kg⁻¹ (Squire et al. 2002). Because data provided to investigators from CHL are not censored (unless obvious contamination is found, or there is a known issue with the analysis), a data user must examine the QC results to fully understand the trends in concentration and the export loads that are derived from the data. In a cross-site comparison of experimental forest stream chemistry data, which included CHL data, Argerich et al. (2013) found that the mdl changed over time. To remove the influence of changing mdl, the data were censored, using the highest mdl for the full period, so the changing mdl did not influence the trend. This seems far from ideal since we have shown that the mdl for NH4 and NO3 changed for the better with changing instrumentation. This may represent a limitation and perhaps a caution to investigators using the archived CHL database. Although CHL data report yearly mdl values, data below detection are not flagged.

We found that CHL SO4 data were affected by changes in the analytical method. Our results showed an increasing bias in SO4 data over time, particularly when changing from SFA to ion chromatography analysis. Our results showed that after 1998, the non-bias-corrected data and the bias-corrected data diverge. The manufacturer of the certified QC sample lists the range at ±10% determined through performance proficiency testing (ERA 2021). With an average absolute bias of 3.1% for QC samples analyzed on the ion chromatograph (IC), it
shows that although the SO$_4$ concentration that was bias-corrected declined more rapidly in WS 2 compared with non-bias-corrected data, these data are within CHL QC parameters. We also found the instruments at CHL tended to measure error in one direction. Because the bias was in a positive direction, this suggests that the data were under reported (observed values less than actual). For example, a bias of 5% suggests that a result of 0.95 mg L$^{-1}$ would have had an actual value of 1.00 mg L$^{-1}$, whereas a bias of −5% suggests that a result of 1.05 mg L$^{-1}$ would have had an actual value of 1.00 mg L$^{-1}$. This can be helpful information to a data user, especially if the bias is higher.

SFA is a colorimetric analysis method using methyl thymol blue (MTB) and BaCl$_2$ in which BaSO$_4$ is formed and the excess Ba reacts with MTB. The uncomplexed MTB is grey which is detected by a spectrophotometer. The uncomplexed MTB is equal to the amount of SO$_4$ present. The IC utilizes suppression chemistry, the separation capacity of an ion exchange column, and the detection signal from a conductivity detector. Compared with the SFA, the IC method change gave a smoother data series, but the error in bias increased with the instrument change and showed a greater decline in SO$_4$ when the bias was applied. This was the most significant change in instrumentation and method over the 46-year period of record. Other studies have reported smoother data series, better results, and improved accuracy when switching to IC analysis from SFA (e.g., Fishman & Pyen 1979; Alewell 1993). In a study on sulfate sources at Hubbard Brook experimental forest, Alewell et al. (1999), working with SO$_4$ data measured over a time period that used three different methods, used only data measured by IC to avoid potential confounding factors associated with the difference in analytical technique; and Reynolds et al. (2004) excluded SO$_4$ data obtained pre-ion chromatograph because of lack of sensitivity using the BaCl$_2$ turbidimetric method. However, McSwain et al. (1974), former CHL lab manager, reported a bias of only 1.7% with the BaCl$_2$ SFA method, and Bachman (1987) concluded that changing methods did not cause a significant difference when comparing major anions (includes SO$_4$) analyzed on the SFA and the IC.

Changing methods or instrumentation during the course of an LT study are examples of why a data user should require the results of QC accompany the data. Overall, the effect of QC results on CHL data may be small but that fact was verified through those results. The examples from our case study illustrate that there may be more information needed than just the data to fully evaluate the findings. A requirement to include QC data with the metadata would be a solution. Argerich et al. (2013) note that it is necessary for good management and protection of water resources to realize whether or not nutrients are changing over time. These possibly small changes might not be realized depending on if and how the data were censored.

**CONCLUSION**

Overall, we have shown that data can be affected by instrument and method changes that occur during LT studies, and we have shown that not enough authors are reporting data quality regardless of study length. It is not our suggestion to apply bias to the data, or how to work with censored data, but for users of LT data to recognize how these metrics affect the data and the data trends. It is our contention that more published works should include measures of quality to give the reader a fuller understanding of the conclusion(s) drawn from the study and validate the data used. These measures should include yearly values of: bias, mdl, and precision.
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