Estimates of Precipitation IDF Curves and Design Discharges for Road-Crossing Drainage Structures: Case Study in Four Small Forested Watersheds in the Southeastern US
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Abstract: We compared precipitation intensity-duration-frequency (PIDF) curves developed for four small forested watersheds to spatially interpolated estimates from the National Oceanic and Atmospheric Administration’s (NOAA) Atlas-14. We also evaluated the Rational Method (RM) using on-site PIDFs and USGS Regional Regression Equations by comparing their estimated design discharges with a given exceedance probability p (Qp) to values computed from on-site data fitted to the Log-Pearson (LPIII) distribution. Overall, NOAA’s PIDF estimates were not substantially different from the on-site PIDFs. The 25-year and larger Qp by the RM were in closer alignment with LPIII estimates in the smaller watersheds, whereas Qp by the USGS were a better fit for the larger ones in most cases. Adapting return period-dependent runoff coefficient improved estimates by the RM in the large lowland watershed, but not in the other smaller high-relief watersheds. We recommend RM with 1-h duration NOAA-PIDF for designing road drainage structures in small and possibly the USGS method for large forested watersheds. However, future studies should focus on validation in watersheds of different sizes and topography. DOI: 10.1061/(ASCE)HE.1943-5584.0002052. © 2021 American Society of Civil Engineers.
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Introduction

The US Department of Agriculture Forest Service (USDAFS) manages a road system consisting of approximately 600,000 km of roads and at least 40,000 stream crossings (Heredia et al. 2016), most of which are located in forested headwater watersheds with small drainage areas. Accurate estimation of peak storm discharge rates from watersheds is important for the design of drainage works along roadways and related infrastructure (Manning and Kiliareski 1998). Many culverts in the US are currently considered undersized for accommodating bankfull flow conditions for 1- to 2-year flooding, one of the important design considerations to be met (USDOT 2018). Improperly sized stream-crossing infrastructure (i.e., road leadoff structures, fords, culverts, and bridges) could...
result in structural failures, and, subsequently, increased flooding, soil erosion, economic losses, and disruption of stream connectivity critical for aquatic organisms (Heredia et al. 2016). Consequently, engineers seek to design hydraulic structures that have a high probability of accommodating extreme flow events that may occur during their useful lives (Novak et al. 2007).

Various standards and methods have been established for hydraulic design of cross drainage structures (Donahue and Howard 1987; Heredia et al. 2016; USDOT 2002). Generally, the hydraulic design of such structures starts by determining the peak discharge \( Q_p \) exceedance from a specific design flood frequency (FFA) (e.g., 25, 50, or 100 years) (ODOT 2014; USDOT 2012) based on the purpose and life span of the structure. The \( Q_p \) can be influenced by several factors including watershed area, antecedent moisture, high flow duration, channel hydraulics, soil, land cover, and management activities. The selection of the design \( Q_p \) is based on acceptable risks of failure and cost-benefit analyses because designing for the maximum \( Q_p \) of watersheds is seldom economically feasible (USDOT 2018). For example, culverts on rural roads are generally designed for 25–50-year return intervals, depending upon the Federal Highway Administration (FHWA) requirements (USDOT 2002), floodplain management guidelines of Federal Emergency Management Administration, and ordinances of state and local governments (NCDOT 2016; SCDOT 2009; Weaver and Hagens 1994).

Donahue and Howard (1987) states that the greatest source of error in culvert design is in design peak flow analysis. Estimating \( Q_p \) when using FFA analysis is particularly challenging in forested headwater watersheds because these watersheds are often ungauged or have limited streamflow records. Challenges exist even when watersheds are gauged (Rogger et al. 2012) because fitting data and extrapolating based on recommended theoretical probability distributions, such as the Log-Pearson Type III (LPIII) (Engeland et al. 2018), is not a straightforward task. Recommendations to combine regional skewness coefficient values from pooled groups of stations with values computed from short on-site records further complicate on-site FFA analyses even when trends are not present in the flood series (Engeland et al. 2018; USGS 1982).

A few empirical methods have been developed to estimate flood magnitudes for various return intervals at sites without sufficient historical discharge data. The USGS publishes Regional Regression Equations (RREs) on a roughly decadal basis, which are fit by performing FFA on a group of stations within an area of similar hydrologic characteristics (Engeland et al. 2018). In addition to the USGS RRE (Feaster et al. 2014; Wagner et al. 2016), the Rational Method (RM) (Kuichling 1889) and the Soil Conservation Service–Curve Number (CN) method (NRCS 2004) have also been widely used to estimate \( Q_p \) for design storms (Genereux 2003). These empirical methods use runoff coefficients, CN, and time of concentration parameters to lump the effects of key watershed characteristics (e.g., size, shape, topography, soils, and land use) on runoff generation (USDOT 2002) in response to antecedent moisture (AMC) and climatic conditions [typically represented by precipitation intensity-duration-frequency (PIFD) curves] (US Water Resources Council 1981; Rogger et al. 2012).

The PIFD is fundamental for estimating design \( Q_p \) in ungauged watersheds (Eisenbies et al. 2007) but introduces additional uncertainty. NOAA’s Atlas-14 based gridded PIFD values (Bonnin et al. 2006; Perica et al. 2013) are commonly used for design applications to determine the PIFD and associated confidence limits. However, the NOAA Atlas-14 sources are based on regional frequency analysis of precipitation recorded at various locations and may not be applicable to small catchments such as those in USDAFS National Forests and long-term Experimental Forests and Ranges (EFRs) across the conterminous US (Amaty et al. 2016; Laseter et al. 2012; Walega et al. 2020), especially in high altitude mountainous areas with complex terrain and sparse coverage.

Several studies have compared on-site PIFD estimates for urban areas and other physiographic settings to regional PIFD estimates and generally concluded that regional frequency analysis is more efficient and accurate (Hosking and Wallis 2005). However, studies deriving PIFD curves using on-site long-term record from EFRs and comparing results with the Atlas-14 regional estimates are lacking. These comparisons could improve PIFD estimates by identifying magnitudes and sources of differences and increases the likelihood of choosing appropriate PIFD for culvert design discharge calculations in small, ungauged forested watersheds.

Studies have demonstrated large differences in estimated \( Q_p \) for small mixed use, and rural watersheds when using empirical methods (Genereux 2003; Grimaldi and Petroselli 2015; Trommer et al. 1996; Thompson 2006). However, similar comparisons for small forested headwater watersheds are lacking. Comparison of design discharge methods in small forested catchments could provide engineers and land managers with an assessment of the relative performance of the various methods for a given design application, thereby preventing potential costly over or underdesign of road drainage structures (Genereux 2003) and potential ecological impacts to critical forested headwater streams (Richardson and Danelley 2007).

The present study focused on four watersheds in three USDAFS EFR sites in the southeastern US that have longer term (~40 year) records of hourly precipitation and streamflow records (>30-year). Our objectives were to: (1) identify differences between on-site and NOAA regional PIFD estimates and (2) evaluate the performance of the RM (using the on-site PIFD estimates) and USGS RRE by comparing their predicted design discharges to those estimated by the on-site LPIII-based FFA (Fig. 1). Findings from this study are intended to guide forest managers in choosing reliable PIFD data and design discharge estimation methods for cross-drainage infrastructure.

Materials and Methods

Study Sites

We used historic data from three EFRs in the southeastern US, representing high-relief mountains in North Carolina (NC), low-relief mountains in Arkansas (AR), and low-relief coastal plain in South Carolina (SC), respectively (Fig. 2 and Table 1).

Coweta Watersheds, North Carolina

The study watersheds (35°03′ N, 83°25′ W) are located at the Coweta Hydrologic Laboratory (CHL) in the Appalachian Mountain Range within the Blue Ridge Physiographic Province (Fig. 2). The Coweta Basin (1,626 ha) has a humid temperate climate with a long-term average (LTA) annual precipitation ranging from 1,794 mm at lower elevations to 2,368 mm at high elevations (Laseter et al. 2012). Soils are moderately to well-drained on moderate to steep slopes. The two reference watersheds (low elevation WS14 and high elevation WS27) were selected due to the large elevation-induced climate gradient between the two locations. A detailed site description can be found elsewhere (Caldwell et al. 2016; Laseter et al. 2012).

Alum Creek Watersheds, Arkansas

The study watershed (AC04) is located within the 1,885 ha Alum Creek Experimental Forest (34°48′ N, 93°3′ W) within the upper Lake Winona basin of the Ouachita National Forest (Fig. 2).
The AC04 watershed is characterized by a humid subtropical climate with LTA annual precipitation of 1,321 mm. Soils are generally less than one meter deep, with high infiltration rates. A detailed description of the watershed is provided by Adams and Loughry (2008).

Santee Watershed, South Carolina
The study watershed is located within the Santee Experimental Forest (SEF) (33.15° N, 79.8° W) and is a part of the Francis Marion National Forest (Fig. 2). The SEF has a humid subtropical climate and a LTA annual precipitation of 1,370 mm. Soils are moderately to poorly-drained with low permeability and high available water capacity (Harder et al. 2007). The selected watershed, WS80, is 160 ha in size and has been relatively undisturbed as a reference watershed for over 80 years. A detailed site description can be found elsewhere (Amatya et al. 2019; Harder et al. 2007).

Data Compilation
Long-term on-site precipitation (~40 years) and discharge (>30 years) data were compiled for the four experimental watersheds (Table 1). None of the watersheds has been impacted by
Table 1. General characteristics of the four study watersheds

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>WS27, North Carolina</th>
<th>WS14, North Carolina</th>
<th>AC04, Arkansas</th>
<th>WS80, South Carolina</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area (ha)</td>
<td>39.05</td>
<td>61.03</td>
<td>13</td>
<td>160</td>
</tr>
<tr>
<td>Mean elevation (m)</td>
<td>1,254</td>
<td>878</td>
<td>~300</td>
<td>~6</td>
</tr>
<tr>
<td>Mean slope (%)</td>
<td>57</td>
<td>50</td>
<td>~15</td>
<td>&lt;3</td>
</tr>
<tr>
<td>Drainage density (m⁻¹)</td>
<td>0.003447</td>
<td>0.004723</td>
<td>0.006179</td>
<td>0.00085</td>
</tr>
<tr>
<td>Time of concentration (Tc, h)</td>
<td>0.34</td>
<td>0.4</td>
<td>0.4</td>
<td>2.1</td>
</tr>
<tr>
<td>Runoff coefficient (C)</td>
<td>0.33</td>
<td>0.09</td>
<td>0.59</td>
<td>0.11</td>
</tr>
<tr>
<td>Vegetation</td>
<td>Mixed hardwoods</td>
<td>Mixed hardwoods</td>
<td>Pine-hardwood</td>
<td>Pine-hardwood</td>
</tr>
<tr>
<td>Mean annual P (mm/year)</td>
<td>2,316</td>
<td>1,842</td>
<td>1,321</td>
<td>1,370</td>
</tr>
</tbody>
</table>

*The area of WS80, South Carolina, that is considered in the analysis was 2.06 km² (160 ha) (Harder et al. 2007).

*The time of concentration was calculated using the Kerby-Ramser method, with the Kerby method for overland flow part and the NRCS (2004) method for channel part.

*Runoff coefficients (C) were obtained as a mean from calibration using the RM with storm event data that produced top 10 peak discharge rates, corresponding peak rainfall intensities, and drainage area for each of the four study watersheds. Obtained C values are comparable to published studies for North Carolina sites (Scaife and Band 2017; Swank and Crossley 1988) and WS80, South Carolina (Atamya and Radecki-Pawlak 2007; Epps et al. 2012) reported in detail in Table SI-1.

*Flow data for 2003–2014 at AC04 watershed was obtained by regression estimated with adjacent watershed AC11.

anthropic flow alterations (e.g., diversions) or urban land uses upstream. Therefore, observed flows did not need adjustment to account for upstream anthropogenic effects. Continuous digital records of precipitation were available starting in 2003 for WS80, 1997 for AC04, and 2004 for the Coweeta watersheds WS14 and WS27. Similarly, digital measurements of stage for estimating streamflow at watershed outlets were available starting from 1990 for WS80, from 1994 at Coweeta WS14 and WS27, and none at AC04. Streamflow rates were estimated using measured stage data with established rating curves based on a standard V-notch weir equation for WS14, a compound V-notch weir equation for WS27 and WS80 (Harder et al. 2007; Reinhart and Pierce 1964), and a 1.35-m H-flume for AC04 (Marion 2004).

Subdaily precipitation and instantaneous $Q_p$ records for the complete period of the analysis were necessary to estimate the PIFD and FFA, respectively. At each location precipitation volume and intensity were recorded by a recording rain gage (Belfort Universal recording rain gage, Belfort Instrument, Baltimore, Maryland) and were verified using a colocated 200-mm (8-in) diameter Standard National Weather Service rain gage. Only three rain gauges: one at each of the WS14 and WS27 watersheds and a third gauge at the primary Coweeta weather station included in the NOAA gauge network, as described in the Supplemental Materials. We assumed the derivations of PIFD using 40-years of single gauge data for small headwater watersheds (≤160 ha) are adequate for designing forest road culverts, where a 50-year return period design discharge is generally used.

We used the Extreme Value Analysis package in R-software version 3.3.2 for the GEV distribution analysis (Gilleland and Katz 2016). The distribution parameters and quantiles of the posterior probability distribution were estimated using the Bayesian method (Gilleland and Katz 2016). Findings from previous studies (Cheng and AghaKouchak 2014) suggested computing the location parameter of GEV distribution as a function of time under the non-stationary assumption, if a significant temporal change trend exists for the data series (SI-3). Thus, we first conducted a trend analysis based on the Mann-Kendall (M-K) test [Eq. (S2)] for annual peak rainfall intensity (RI). Although the 40-year precipitation record may be somewhat short to consider trends in the scale parameter, this approach is consistent with Wang et al. (2020), who cautioned...
that the power of the M-K test increases with sample record and statistical power may be inflated, particularly for short, highly variable samples.

Results of this trend analysis, however, showed no significant ($p > 0.05$) temporal trends for the annual peak RI (Fig. S1). Therefore, we applied the standard GEV distribution in Eq. (S1) (SI-2) without using the time-dependent function.

**Design Discharge Estimation**

Design peak discharge rates were determined using onsite long-term annual maximum $Q_p$ data, the RM (Kuichling 1889), and the USGS RRE methods (Feaster et al. 2014; Wagner et al. 2016; Weaver et al. 2009) (Fig. 1 and Table 2).

**Design Discharge Estimation Using Observed Long-Term Data**

Design discharge rates were determined for the four watersheds by fitting historical records of annual maximum $Q_p$ to the LPIII (England et al. 2018) and GEV distributions. The FFA analysis based on the LPIII and GEV distributions was conducted using the Statistical Software Package (HEC-SSP version 2.1) and R-software, respectively. Design discharges (median) and confidence intervals for 2, 5, 10, 25, 50, and 100-year return periods were estimated by incorporating a weighted skew factor obtained from the on-site and regional skirts in accordance with Bulletin 17C guidelines (England et al. 2018).

**Design Discharge Estimation Using the Rational Method (RM)**

The RM (Kuichling 1889) has been widely used for estimating peak runoff rates in engineering designs for small watersheds (<200 acre or 80 ha) in both urban and rural settings (Thompson 2006) (Table 2) but has also been applied in watersheds of up to 260 ha (ODOT 2014; Weaver and Hagans 1994). The principal assumptions of this method are: (1) rainfall intensity is uniform throughout the storm duration, (2) the rainfall distribution is uniform across the drainage area, (3) frequency of the peak discharge occurrence is the same as the frequency of the precipitation producing that event, and (4) the drainage basin has no significant storage. While precipitation is the dominant factor driving events $Q_p$, small watersheds, AMC is also a key factor affecting rainfall-runoff relationships in less developed watersheds with limited impervious surfaces, especially for events with a return period of 10 years or fewer. In addition, annual $Q_p$ response may not always be strongly correlated with annual peak RI (Wright et al. 2014) due to effects of watershed storage assumed to be negligible in the design storm approach.

The variability of RI in time and space is a major reason for limiting the watershed size when using the RM to estimate $Q_p$ (Hayes and Young 2006). Storage in a watershed and the uncertainty in estimating the runoff coefficient are the main sources of error in discharge estimation by this method (ODOT 2014; Grimaldi and Petroselli 2015). Therefore, we hypothesized that the RM will perform better on the smaller watersheds in NC and AR than the relatively larger watershed in SC, with potentially larger storage.

The RM can be formulated as

$$Q = C_i C_g i A$$

where $Q =$ design discharge; $C_i =$ unit conversion coefficient; $C =$ runoff coefficient or the fraction of the rainfall converted to runoff; $i =$ design rainfall intensity based on watershed time of concentration ($t_c$); and $A =$ watershed drainage area. A detailed discussion on deriving $C$ and $t_c$ is provided in the Supplemental Materials SI-4 and SI-5, respectively.

Due to our interest in large design discharges, we computed mean $C$ values by applying the RM using the top 10 $Q_p$ with their corresponding RI (Table 1 and SI-1). These mean $C$ values were further corrected for design of less frequent floods by factors of 1.1, 1.2, and 1.25 for return intervals of 25, 50, and 100 years, respectively, as used in Hayes and Young (2006) and recommended by ODOT (2014). Hayes and Young (2006) evaluated eight small watersheds (1–21.3 ha) consisting of combined road and ditch, pasture, new growth forest, residential, and industrial areas located in central Virginia. We did not use the $C$ values back-calculated from specific storm events from another study (Walega et al. 2020) (Table S1) because those values did not appear to represent watershed response to large events with low frequency, as is the interest of this study.

We computed total $t_c$, the sum of the overland flow component (Kerby 1959) and the stream channel component (NRCS 2004). While the calculated $t_c$ for Coweeta and Alum Creek sites were less than 1 h (Table 1), we assumed that the maximum RI computed from hourly (the minimum available subdaily) precipitation data would be adequate for these forested watersheds.

**Design Discharge Estimation Using USGS Regional Regression Equations (RREs)**

The USGS RREs are developed periodically using generalized least squares regression based on regionalized flood-frequency information determined for a group of gauged stations within a hydrologically homogeneous region. These predictive equations represent the statistical relationship between FFA estimates and basin characteristics (e.g., basin area, impervious percentage, slope, maximum rainfall intensity, etc.) and are widely used to estimate design discharge at different return intervals (Table 3). While Feaster et al. (2014) provided the most recent USGS RRE for North Carolina, South Carolina, and Georgia, we used the equations reported by Weaver et al. (2009) for the Coweeta because Feaster et al. (2014) did not include equations for Region 2 (Blue Ridge ecoregion) in North Carolina where the Coweeta site is located. A similar report for Arkansas was provided by Wagner et al. (2016). These USGS publications used annual peak flow rate data from gauging stations with

### Table 2. Applicability of the Rational Method (developed by Kuichling 1889) and USGS Regional Regression Equations Methods (published by Feaster et al. 2014; Wagner et al. 2016; Weaver et al. 2009)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Site</th>
<th>Drainage area [km² (ha)]</th>
<th>Minimum USGS area limit [km² (m²)]</th>
<th>Applicable for USGS?</th>
<th>Applicable for Rational method?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weaver et al. (2009)</td>
<td>WS27NC</td>
<td>0.39 (39)</td>
<td>2.59 (1.0)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Weaver et al. (2009)</td>
<td>WS14NC</td>
<td>0.61 (61)</td>
<td>2.59 (1.0)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Wagner et al. (2016)</td>
<td>AC04AR</td>
<td>0.13 (13)</td>
<td>0.259 (0.1)</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Feaster et al. (2014)</td>
<td>WS80SC</td>
<td>1.60 (160)</td>
<td>0.259 (0.1)</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>
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10 or more years of data only through 2011 for the NC and SC regions (Feaster et al. 2014), only through 2006 for the NC region (Weaver et al. 2009), and through 2013 for the AR site (Wagner et al. 2016). The USGS RREs for the three sites and their parameters are summarized in Table 3. The equations used for the SC site (Region 4, coastal) use drainage area (minimum 26 ha), percentage of impervious land cover (minimum 0.02%), and the 24-h 50-year maximum rainfall intensity [range of 165–277 mm based on NOAA Atlas-14 (2) data only through 2000] as explanatory variables (Bonnin et al. 2006). The equations, used for the NC watersheds in the Piedmont-Blue Ridge Region, use only drainage area and percentage of impervious land cover as explanatory variables (Bonnin et al. 2006). Equations for AC04 site in AR in Flood Region B, Subregion 1 (Wagner et al. 2016), also use basin shape factor, defined below in Table 3 footnotes. Although only WS80 was within the range of drainage area recommended for these equations [Feaster et al. (2014), updated from Weaver et al. (2009)], we also compared them with the RM for the other three watersheds (Table 2).

Table 3. USGS Regional flood-frequency equations for estimating peak discharge (in cfs) at various return intervals. The equations for WS80, South Carolina, are for the Coastal Plain region and the WS14 and WS27, North Carolina, sites are for the Piedmont Blue Ridge region

<table>
<thead>
<tr>
<th>Return interval</th>
<th>WS14 and WS27, North Carolina</th>
<th>AC04, Arkansas</th>
<th>WS80, South Carolina</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-year</td>
<td>$110 \times A^{0.779}$</td>
<td>$10^{2.850} \times A^{0.761} \times S^{-0.462}$</td>
<td>$26.3 \times 10^{(0.908 \times 10^{-0.015})}$</td>
</tr>
<tr>
<td>5-year</td>
<td>$209 \times A^{0.749}$</td>
<td>$10^{3.171} \times A^{0.731} \times S^{-0.510}$</td>
<td>$40.6 \times 10^{(0.958 \times 10^{-0.023})}$</td>
</tr>
<tr>
<td>10-year</td>
<td>$288 \times A^{0.736}$</td>
<td>$10^{3.329} \times A^{0.723} \times S^{-0.526}$</td>
<td>$51.8 \times 10^{(0.969 \times 10^{-0.026})}$</td>
</tr>
<tr>
<td>25-year</td>
<td>$398 \times A^{0.724}$</td>
<td>$10^{3.990} \times A^{0.707} \times S^{-0.555}$</td>
<td>$67.1 \times 10^{(0.687 \times 10^{-0.075})}$</td>
</tr>
<tr>
<td>50-year</td>
<td>$479 \times A^{0.718}$</td>
<td>$10^{3.890} \times A^{0.696} \times S^{-0.578}$</td>
<td>$78.4 \times 10^{(0.611 \times 10^{-0.078})}$</td>
</tr>
<tr>
<td>100-year</td>
<td>$575 \times A^{0.713}$</td>
<td>$10^{3.174} \times A^{0.686} \times S^{-0.536}$</td>
<td>$90.5 \times 10^{(0.6154 \times 10^{-0.076})}$</td>
</tr>
</tbody>
</table>

Note: Regional flood-frequency equations were obtained from USGS publications for rural basins in North Carolina (Weaver et al. 2009), Arkansas (Wagner et al. 2016), and South Carolina (Feaster et al. 2014). $A$ = drainage area in square miles; $S$ = basin shape factor (the square of the length of the longest flow path in a stream basin divided by the drainage area of the stream basin) and was set as 3.17 in AC04 based on calculation using USGS method (Wagner et al. 2016); and $I_{50,50}$ refers to the 50-year maximum precipitation (in) for a duration of 24 h (used as days/ day for WS80 based on historical records in Fig. S4 instead of published data in NOAA Atlas-14, Volume 2 (Bonnin et al. 2006). From Table 9 (Feaster et al. 2014), average standard errors of predictions for the preceding regression equations for Region 1 (Blue Ridge-Piedmont), the region where the North Carolina sites are located, vary from 15% for the 10-year return period to 32.1% for the 100-year return period. However, the errors for the WS80 South Carolina site in Region 4 (Coastal) are somewhat larger varying from 36.7% for the 10-year return period to 42.7% for the 100-year return period. Similarly, Wagner et al. (2016) reported the standard error prediction in the range of 32.76%–59.53% for all four regions for the Arkansas sites.

Model Evaluation Criteria

The performance of the RM and USGS RRE in predicting the $Q_p$ of various frequencies was evaluated by comparing predictions to the observed flood frequencies obtained using the LPIII and GEV distributions and the computed relative percent error as

$$RE = \frac{\text{Predicted} \ Q_p - \text{Observed} \ Q_p}{\text{Observed} \ Q_p} \times 100$$

as a performance evaluation criterion. Details of statistical evaluations for performance of the LPIII and GEV distributions compared to the observed flood frequency data are given in the Supplemental Materials.

Results and Discussion

Comparison between PIDF Estimates

Dissimilarities were evident between the PIDF estimates from on-site data and NOAA regional estimates for duration $\leq 3$ h (Fig. 3) and Fig. S3 for durations $\geq 6$ h. Specifically, the NOAA regional analysis-based PIDF underestimated RI by 10%–60% when compared to estimates using data from Santee, SC, and the percent errors increased for longer return intervals. On-site PIDF estimates for the two Coweeta locations (RRG06 and RRG41) at low elevations were comparable (percent error <10%) to the PIDF from the NOAA regional estimates for short durations of $\leq 3$ h. In contrast, the NOAA-based PIDF overpredicted RI by more than 22% for long duration ($\geq 6$ h) with a return interval of 25 years or longer (Fig. S3). Similar differences in PIDF values for RRG06 and nearby RRG41 on lower elevation were observed, likely due to the inclusion of only the RRG06 and no other on-site gauges in the NOAA network (Figs. S4–S6). In addition, compared to the PIDF from on-site data for station RRG31 at the higher elevation, NOAA-based PIDF overestimated RI by as much as 30% for duration $\leq 12$ h and return intervals $>25$ year, although it provided comparable estimates for the 24-h duration (Fig. S3).

The PIDF curves derived from on-site data for Alum Creek site in AR were relatively comparable to the NOAA estimates, while the PIDF values derived from the NOAA method clearly overestimated RI for the 1-h duration at other sites (Fig. 3). The better agreement between the PIDF values derived from on-site data and NOAA regional interpolation for the Alum Creek site, in comparison to the other sites, is attributed to the NOAA values used for this site, which were based on data through 2013, compared to data through 2004 for the SC and NC regions. For example, the relationship between the WS80 (Santee) on-site based 24-h maximum rainfall data and the Charleston airport-based NOAA data for a longer period (1977–2016, excluding filled data) showed a higher $R^2$ (0.61) compared to 0.37 when only 1977–1993 data were used. The on-site PIDF estimates tended to have a larger uncertainty band (Fig. 3) than the NOAA estimates because of their relatively brief data record period and we did not use data from some other on-site gauges within its vicinity (~8 km), as shown in the Supplemental Materials (SI-6). NOAA's regional frequency analysis uses data from several sites for interstation interpolation accounting for both the distance from the weather stations and the elevations, thereby increasing the number of stations to perform the inference, and resulting in more accurate estimates (Hosking and Wallis 2005; Kysely et al. 2011). This approach, however, may introduce uncertainty due to spatial heterogeneity across stations, e.g., elevation, land cover, etc. For example, there were no stations within 25-km distance and only 2 stations within 32 km of WS80 (Santee) (Fig. S4). The inclusion of data from stations that are far away from the target site may result in a loss of accuracy particularly during summer-fall tropical storm events with high spatial variability. However, as England et al. (2018) argued, our estimates based on on-site PIDF can also be expected to vary widely from one site to another even within a small region due to sampling variability.
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and its effect on the uncertainty in the skewness coefficient, rather than actual climatic differences between sites.

Thus, our analysis shows the NOAA regional PIDF estimates yielded more conservative (higher) RI for smaller watersheds with less than an hour estimated \( t_c \), where the RM is most applicable. One likely reason is because the NOAA results capture storm data from a number of stations over a larger area that would have otherwise been missed by a single gauge. The opposite seems to be true for the larger watershed (WS80), which implies a larger storm cell size yielding a longer \( t_c \). The on-site PIDF data estimated higher RI (more conservative) than the NOAA data for the longer durations (2- and 3-h) rain (Fig. 3) on the largest WS80 site. Thus, it is plausible to consider the on-site based RI estimates together with cost-benefit analyses in infrastructure designs at this site.

**Flood Frequency Analysis Using Discharge Records**

Design FFA curves derived by fitting the LPIII and GEV distributions with the historical discharge records from the four watersheds were in close agreement for return intervals of <25-year (Fig. S7). Meanwhile, the GEV-based flood discharges at return intervals >50 years are evidently larger (>34% for the 100-year) than the LPIII-based predictions for WS80, SC and AC04, and AR (Fig. S7 and Table 4). This may be attributed to the GEV distribution, which is more sensitive to extreme values and yields larger uncertainty bands (England et al. 2018; Hosking and Wallis 2005). Nevertheless, this simple comparison does not imply any preference between the two distribution types because of the large uncertainties for estimating >50-year flooding using only 40-year measurements. A comparative evaluation between these two distributions using various statistics and probability plots, including the Akaike Information Coefficient (AIC), Bayesian Information Coefficient (BIC), and Anderson-Darlington Criterion (ADC) (SI-7), presents LPIII as a slightly better choice than the GEV (Table S5). Hence the LPIII was used in rest of the analyses.

**Comparison of Flood Frequencies with Previous Studies**

Amatya and Radecki-Pawlik (2007) reported lower design discharge for WS80 using the Pearson III-type FFA distribution because they used daily average peak discharge \( Q_p \) instead of instantaneous maximum rate from a limited 13-year (1969–1981) record. Particularly, the inclusion of large storm events (e.g., on October 3–4, 2015, due to an indirect effect of Hurricane Joaquin in SC) could increase the estimated \( Q_p \) (St. George and Mudelsee 2018). The difference between the present study and the study by Amatya and Radecki-Pawlik (2007) demonstrates that use of data record spanning different periods could capture different flood regimes yielding different outcomes of the flood frequency analysis. In this study, the estimated design discharges based on LPIII model for AC04 (Fig. S7) are comparable to estimates using a different empirical method at this same site (Marion 2004). Eisenbies et al. (2007) concluded that even where data are available for relatively long-term periods (20–50 years) and the \( Q_p \) distribution is fairly well known, there is little confidence in estimates of \( Q_p \) for return periods >50 years.

**Comparison between RM and USGS RRE Design Peak Discharge Estimates**

Large differences were found between the design \( Q_p \) estimated by the RM utilizing on-site PIDFs and the USGS RRE (Table 4).
Table 4. Design discharges (cms km$^{-2}$ or m$^3$ s$^{-1}$ km$^{-2}$) derived from historical records (LPIII and GEV based median design discharges) and estimated by the Rational method with on-site PDFC curves and USGS regional regression equations (RREs)

<table>
<thead>
<tr>
<th>Watershed, state</th>
<th>Return period</th>
<th>On-site LPIII</th>
<th>On-site GEV</th>
<th>USGS RRE to LPIII</th>
<th>Rational method to LPIII</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS14, North Carolina</td>
<td>2-year</td>
<td>0.5</td>
<td>0.5</td>
<td>1.7 (230%)</td>
<td>0.7 (48%)</td>
</tr>
<tr>
<td></td>
<td>5-year</td>
<td>0.7</td>
<td>0.7</td>
<td>3.3 (370%)</td>
<td>1.0 (43%)</td>
</tr>
<tr>
<td></td>
<td>25-year</td>
<td>1.0</td>
<td>1.0</td>
<td>6.5 (550%)</td>
<td>1.8 (78%)</td>
</tr>
<tr>
<td></td>
<td>50-year</td>
<td>1.1</td>
<td>1.1</td>
<td>7.9 (620%)</td>
<td>2.4 (120%)</td>
</tr>
<tr>
<td></td>
<td>100-year</td>
<td>1.2</td>
<td>1.3</td>
<td>8.9 (640%)</td>
<td>3.1 (150%)</td>
</tr>
<tr>
<td>WS27, North Carolina</td>
<td>2-year</td>
<td>1.8</td>
<td>2.1</td>
<td>1.8 (0%)</td>
<td>3.2 (75%)</td>
</tr>
<tr>
<td></td>
<td>5-year</td>
<td>2.6</td>
<td>2.8</td>
<td>3.7 (42%)</td>
<td>4.0 (56%)</td>
</tr>
<tr>
<td></td>
<td>25-year</td>
<td>4.1</td>
<td>4.4</td>
<td>6.5 (58%)</td>
<td>6.4 (55%)</td>
</tr>
<tr>
<td></td>
<td>50-year</td>
<td>4.6</td>
<td>5.1</td>
<td>8.9 (93%)</td>
<td>7.4 (61%)</td>
</tr>
<tr>
<td></td>
<td>100-year</td>
<td>5.4</td>
<td>5.9</td>
<td>10.8 (100%)</td>
<td>8.6 (58%)</td>
</tr>
<tr>
<td>WS80, South Carolina</td>
<td>2-year</td>
<td>0.6</td>
<td>0.6</td>
<td>1.5 (150%)</td>
<td>0.9 (50%)</td>
</tr>
<tr>
<td></td>
<td>5-year</td>
<td>1.7</td>
<td>1.4</td>
<td>3.1 (82%)</td>
<td>1.2 (29%)</td>
</tr>
<tr>
<td></td>
<td>25-year</td>
<td>4.6</td>
<td>4.8</td>
<td>6.6 (43%)</td>
<td>1.9 (58%)</td>
</tr>
<tr>
<td></td>
<td>50-year</td>
<td>6.5</td>
<td>7.6</td>
<td>8.4 (29%)</td>
<td>2.4 (63%)</td>
</tr>
<tr>
<td></td>
<td>100-year</td>
<td>9.1</td>
<td>12.0</td>
<td>10.3 (13%)</td>
<td>3.0 (67%)</td>
</tr>
<tr>
<td>AC04, Arkansas</td>
<td>2-year</td>
<td>4.6</td>
<td>4.6</td>
<td>9.3 (102%)</td>
<td>5.6 (21%)</td>
</tr>
<tr>
<td></td>
<td>5-year</td>
<td>7.7</td>
<td>6.9</td>
<td>19.8 (157%)</td>
<td>7.4 (37%)</td>
</tr>
<tr>
<td></td>
<td>25-year</td>
<td>11.5</td>
<td>12.3</td>
<td>43.8 (281%)</td>
<td>11.3 (15%)</td>
</tr>
<tr>
<td></td>
<td>50-year</td>
<td>13.1</td>
<td>14.6</td>
<td>56.7 (333%)</td>
<td>13.8 (6%)</td>
</tr>
<tr>
<td></td>
<td>100-year</td>
<td>14.6</td>
<td>17.7</td>
<td>71.2 (388%)</td>
<td>16.0 (9%)</td>
</tr>
</tbody>
</table>

Note: Values in parentheses represent the relative percent errors (RE) compared to design discharges from the LPIII distribution (Positive RE is overprediction and negative is underprediction).

Compared to the RM, the USGS RREs-based design $Q_p$ estimates were consistently higher for return intervals >25 years for all sites. For example, the USGS estimate of 8.9 m$^3$ s$^{-1}$ km$^{-2}$ for the 100-year return period at WS14 site was almost three times greater than the 3.1 m$^3$ s$^{-1}$ km$^{-2}$ estimate by the RM for the same site and return period (Table 4). One likely reason for this result is the RM assumes that flood estimates respond linearly to increases in RI [Eq. (1)] as opposed to exhibiting a linear relationship to the drainage area, which the USGS method assumes. Interestingly, discrepancies between the two methods were smallest (0.77%, on average) for smaller high-gradient WS27 watershed (39 ha) in NC in contrast with 210% error, on average, for WS14 at Coweeta, North Carolina. The smaller average error for the WS27 was due to both underestimates of lower return intervals and overestimates of return intervals greater than 25 years by the USGS RRE compared to the RM.

**Comparison between Empirical and Observed Design Discharge Estimates**

A cursory examination of computed design discharges for various return periods showed the RM was superior to the USGS RRE for estimating the design of $Q_p$ when compared against the LPIII model of the observed data (Table 4). The relative errors showed that the USGS RRE overestimated design discharges, on average for all frequencies, by 482%, 59%, 63%, and 252% for WS14, WS27, WS80, and AR04, respectively, when compared to LPIII based estimations. In contrast, the RM provided design discharge estimates with lower mean percent errors for small watersheds yielding only 88% and 61% overestimate for the WS14 and WS27, respectively, and only 6% overestimate for the AC04 watershed. In the larger WS80 watershed, the RM underestimated the design discharge for a return interval of 225 years by as much as 63% in contrast to only 28% overestimate by the USGS RRE. Larger error by the RM is likely due to its application to a gently sloped watershed with substantial storage that has a large drainage area (160 ha), beyond the 120-ha limit recommended for the method (Thompson 2006; ODOT 2014). These results suggest that the RM is more reliable for the smaller watersheds (WS14 and WS27 in NC and AC04 in AR) while the USGS RRE are more reliable for the large WS80 watershed for return intervals typically of interest for the design of road cross-drainage structures (≥25 years).

One possible reason for the poor performance of the USGS RRE for three of the four forested watersheds is the fact that the USGS equations were derived using data from watersheds larger than our study watersheds (Table 2). For instance, the RRE for the Blue Ridge region in North Carolina, where the WS14 and WS27 watersheds are located, were based on measurements from rural watersheds larger than 260 km$^2$ (Weaver et al. 2009). The tendency of the USGS RRE to overestimate design discharge for small undisturbed watersheds has been reported in other studies (Marion 2004; Thompson 2006; Trommer et al. 1996). Genereux (2003) cautioned that extrapolation to smaller watersheds outside the bounds of their regression data may result in a potentially significant and unknown uncertainty.

In general, the RM performed better for estimating design $Q_p$ for three high-gradient watersheds (AC04 in Alum Creek, followed by WS27 and WS14 in Coweeta) when compared to the coastal lowland watershed (WS80) in Santee, South Carolina (Tables 2, 4, and S6). The relatively good performance of the RM for AC04 watershed compared to WS27 and WS14 watersheds is attributed to its smaller size (AC04 < WS27 < WS14), which complies with the RM assumptions of uniform rainfall and negligible storage better than the other two watersheds. Genereux (2003) suggested that the RM, based on a 50-year design $Q_p$ estimate, was superior to the estimates obtained by other methods including the USGS RRE, the Natural Resource Conservation Service TR-55 method, and the North Carolina Department of Transportation methods for a 19.6-ha 66% forested watershed in the Piedmont region of North Carolina. However, multiple studies have shown that the empirical runoff coefficient in the RM can be a critical source of error (Grimaldi and Petroselli 2015).
Additional studies have reported that RM estimates can be significantly improved by using runoff coefficients and $t_c$ derived from field measurements, where available, (Hayes and Young 2006; Thompson 2006; Trommer et al. 1996) and different return intervals (McEnroe et al. 2013). We hypothesize that the use of one-hour duration instead of subhourly duration based on the estimated $t_c$ for the smaller watersheds (Table 1) might have led to lower RI and yielded lower design discharge values by the RM and closer agreement with the LPIII model (Table 4) than otherwise would have been obtained with the RI for subhourly duration. In other words, the bias causing RI underestimation offsets the tendency of RM to overestimate design discharges for these watersheds. Thus, it is important to carefully examine both RI and $Q_p$ estimation methods to identify the method that better represents the hydrologic behavior of forested headwater watersheds. For example, RI is the dominant factor for small areas, the storage characteristics for larger drainage basins, and the AMCs for less developed areas, especially for rainfall events with a return period of 10 years or less (Virginia DOT 1999).

Also, the use of the NOAA RI data for 1-h duration that were greater than the on-site data for the WS27 and AC04 sites (Fig. 3) would have yielded even larger overestimates by the RM. Nevertheless, the relatively better estimation of design discharge, compared to the USGS RRE, for the high relief watersheds suggests that using RI and frequency at 1-h duration is a better approximation than USGS RRE for some small forested watersheds with $t_c$ less than 1 h. However, our results and other studies have shown that the design estimates of $t_c$ generally were shorter than the estimates derived from the Rational Hydrograph Method (Hayes and Young 2006), which is another source of uncertainty warranting additional studies.

The RM clearly yielded a lower bias compared to the USGS method, with slope close to unity ($R^2$ and NSE = 0.95) for all three small watersheds (WS14 and WS27 in North Carolina and AC04 in AR) (Table S6). The opposite was found to be true for the largest watershed WS80 in SC, with the USGS method yielding the least biased relationship with a slope close to unity and $R^2 = 0.99$ and NSE = 0.75 (Table S6). This confirms that the RM performed better on the smaller watersheds but not on the large WS80 watershed, while the USGS was applicable on the large watershed in this study (Table 2). In addition to the overall larger watershed area, greater storage provided by wetlands and floodplain (30% of the area) (Amatya et al. 2019) and a 1,365 m long stream channel might have also influenced the runoff coefficient in the RM. The literature suggests that any storage features, including detention ponds, channel, and floodplains that do not completely fill and reach a steady inflow-outflow condition during the duration of a design storm are not properly represented with the RM (ODOT 2014).

The relationships between the design of $Q_p$ derived from on-site data and RI of various return intervals (2, 5, 25, 50, and 100-year) were highly linear ($R^2 > 0.98$) for the three watersheds with high relief (WS14, WS27, and AC04) (Fig. 4). This is consistent with a recent study that showed that the WS14 and WS27 watersheds exhibited relatively linear responses of total storm flow to the sum of event rainfall and lateral flow controlling the $Q_p$ (Scaife and Band 2017). This may further indicate that there is no need to use
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**Fig. 4.** The relationship between rainfall intensities for 1-h duration for WS14, WS27, and AC04 and 2-h duration for WS80 and corresponding design peak discharges [cm/s (m$^3$·s$^{-1}$)] derived from on-site data for various return intervals (2-, 5-, 25-, 50-, and 100-year). Both the on-site data based flood frequency analysis and PIDF curves were derived using the GEV distribution function. © ASCE 05021004-9 J. Hydrol. Eng.
recurrence-interval correction factors when using the RM in small forest watersheds with high relief.

If we do not use the correction factors (1.1, 1.2, and 1.25, for return intervals of 25, 50, and 100 years, respectively) while estimating design discharge for the three high relief watersheds, the mean absolute errors (Table 4) will be reduced to 67%, 45%, and 3% for WS14, WS27, and AC04, respectively. However, a non-linear relationship was found for the lowland coastal watershed (WS 80), with an $R^2$ nearly equal to 1.0 for a power relationship as opposed to $R^2 = 0.95$ for the linear one (Fig. 4), which also had the largest drainage area and higher storage capacity (Amatya et al. 2019; Harder et al. 2007). The non-linear relationship between the design $Q_p$ and RI on WS80, in contrast with the other three sites in this study, could suggest the need for using runoff coefficients that vary among extreme rainfall events of different probabilities, potentially due to dynamic antecedent storage as affected by rainfall and ET. This is expected, as water table position and microtopography influencing storage, are critical factors that affect streamflow patterns, stormflow peaks, and volume on shallow coastal forests (Sun et al. 2002; Walega et al. 2020). Shallow, saturated overland flow is the dominant runoff generation mechanism for WS80 and the adjacent landscapes (Amatya et al. 2019), where runoff rates were found to increase exponentially at one well location once the soil was saturated and water was ponded on the land surface (Harder et al. 2007). Further, storm event–based runoff coefficients for WS80 ranged from 0.01 to 0.74 under different AMC and storm intensities (Epffs et al. 2012) (Table S1). Rainfall has been shown to be sensitive to the AMCs in runoff generation particularly during the growing season with high ET demand on this landscape (Epffs et al. 2012; La Torre Torres et al. 2011). If feasible, the use of dynamic runoff coefficients derived from on-site measurements could improve the applicability of the RM for such lowland forested watersheds.

Future studies may consider using data also from other streamflow gages surrounding the study gauge within each of the three EFR sites (Table 1) to provide a locally regionalized basis for estimating the LPIII shape parameter, as suggested by Hosking and Wallis (2005).

**Summary and Conclusions**

The primary goal of this study was to evaluate design discharge estimation by RM using PIDF curves derived from on-site data and the USGS RRE compared to design discharge estimates from observed data for various return periods of interest for culvert design. Long-term (~40 year) precipitation and (>30-year) discharge records from four small, forested watersheds located in the Southeastern US were used for the PIDF and the flood frequency analysis, respectively. Compared to the on-site PIDF estimates, published NOAA Atlas-14 predictions substantially either under or overestimated rainfall intensities for longer return periods for the Cowee, North Carolina and Santee, South Carolina sites, and provided estimates close to the on-site values for the Alum Creek, Arkansas site for durations >1 h. NOAA Atlas-14 rainfall intensities of 1-h duration were generally higher than estimates from on-site data. This suggests that NOAA data could be used for conservative design discharge estimates for small forested watersheds, as consequences of a structural failure due to less conservative estimates are often much higher than any overdesign costs.

While performance was generally poor, the RM performed relatively better than the USGS RRE for estimating design peak discharges in the three small, high-relief watersheds. On the contrary, the USGS RRE performed better at the large WS80 site in SC (Table 2). The larger drainage area and the greater water storage capacity of WS80 most likely explain the low performance of the RM on that watershed. Thus, our results on these four headwater forest watersheds clearly corroborate drainage-area thresholds recommended for the application of these methods in watersheds with other land uses (Table 2). Given the findings of this study, the authors recommend using the RM with on-site PIDF-based RI for estimating design $Q_p$ on the gauged study sites and NOAA PIDF for small, ungauged sites (Table 4). However, the results of these case studies should be cautiously interpreted before extrapolating them to other catchments because: (1) on-site based PIDF may have relatively large uncertainty in the sample skewness coefficient due to its sensitivity to extreme events in modest length records, as argued by England et al. (2018); (2) high variability in runoff coefficients used in the RM; and (3) its limited application on a single large lowland watershed.

While the performance of the RM may be improved by using both $C$ and $t_c$, based on observed data for watersheds, additional comparisons are recommended between watersheds of different sizes with varying topographic gradients, particularly on larger, high-gradient forest watersheds. On the other hand, USGS RRE is likely a better choice for larger forested watersheds within the method drainage area limits (Table 2). However, further investigations on the various climatic and catchment parameters used in the USGS equations (e.g., 50-year 24-h rainfall intensity estimates) for design discharges of all return periods considered may be warranted.
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