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ABSTRACT

Robust hydrologic models are needed to help manage water resources for healthy aquatic ecosystems and reliable water supplies for
people, but there is a lack of comprehensive model comparison studies that quantify differences in streamflow predictions among
model applications developed to answer management questions. We assessed differences in daily streamflow predictions by four
fine-scale models and two regional-scale monthly time step models by comparing model fit statistics and bias in ecologically
relevant flow statistics (ERFSs) at five sites in the Southeastern USA. Models were calibrated to different extents, including
uncalibrated (level A), calibrated to a downstream site (level B), calibrated specifically for the site (level C) and calibrated for the site
with adjusted precipitation and temperature inputs (level D). All models generally captured the magnitude and variability of
observed streamflows at the five study sites, and increasing level of model calibration generally improved performance. All models
had at least 1 of 14 ERFSs falling outside a +/�30% range of hydrologic uncertainty at every site, and ERFSs related to low flows
were frequently over-predicted. Our results do not indicate that any specific hydrologic model is superior to the others
evaluated at all sites and for all measures of model performance. Instead, we provide evidence that (1) model performance is
as likely to be related to calibration strategy as it is to model structure and (2) simple, regional-scale models have comparable
performance to the more complex, fine-scale models at a monthly time step. Copyright © 2015 John Wiley & Sons, Ltd.
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INTRODUCTION

River flows are essential for sustaining the health of aquatic
ecosystems and maintaining ecosystem services such as
water supply for consumptive use. Human activities
including regulation by dams (Graf, 1999; Poff et al.,
2007; Biemans et al., 2011), withdrawals (Gerten et al.,
2008), interbasin transfers (Jackson et al., 2001) and land
cover change (Foley et al., 2005) have significantly altered
the magnitude and timing of river flows. The health and
biological condition of aquatic ecosystems has declined as
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a result (Dudgeon et al., 2006; Carlisle et al., 2010; Poff
and Zimmerman, 2010; USEPA, 2011). In addition to
anthropogenic hydrologic alterations, future changes in
climate will likely further impact river flows (Georgakakos
et al., 2014). Assessing the effect of flow alteration on
aquatic ecosystems has been identified as a critical area of
research in the Southeastern USA (SARP, 2004; SALCC,
2012; Knight et al., 2013), nationally (Carlisle et al., 2010),
and abroad (Annear et al., 2004; Arthington et al., 2006;
Poff et al., 2010). The Southeastern USA is recognized as
one of the most ecologically rich areas in the world (Masters
et al., 1998), making it imperative to assess ecological
response to flow alteration. As a result and considering
recent droughts and interstate conflict over water availability
issues, many states in the Southeastern USA are
investigating the implementation of regulatory controls on
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streamflow alteration in the interest of maintaining a balance
between supporting healthy aquatic ecosystems while
providing ample water supplies for human use
(e.g. NCEFSAB, 2013). Reliable, multi-scale hydrologic
and ecosystem modelling approaches are needed to accom-
plish this goal (Poff et al., 2010). However, error in
streamflow predictions by hydrologic models and predictions
of ecological response to changes in flow regime with
ecological models can be significant and may be
compounding, thereby confounding the determination of
environmental flow requirements and exposing managers of
water resources to litigation by the regulated community.
The Ecological Limits of Hydrologic Alteration

(ELOHA) framework (Poff et al., 2010) is often used as
a basis for developing regional environmental flow
requirements. One of the first steps in the ELOHA process
is to develop a hydrological foundation of simulated
baseline and altered streamflow hydrographs. Hydrologic
models are commonly used for this purpose because they
have the ability to simulate monthly, daily or sub-daily
streamflow under baseline conditions and an infinite
number of scenarios of flow alteration. Available hydro-
logic models vary in their levels of complexity, temporal
and spatial resolution, and required level of calibration.
Detailed and highly parameterized fine-resolution models
such as distributed physically based watershed and
rainfall–runoff models are well suited for smaller domains
but can be computationally expensive and difficult to
parameterize at larger scales. In contrast, simple, easily
parameterized models such as lumped regional models are
useful for assessing broad implications of streamflow
alteration at a large scale and identifying potential water
limited areas (i.e. ‘hot spots’) but may have difficulty
resolving unique sub-watershed scale physical processes
and associated anthropogenic effects. Regardless of the
hydrologic model used, the model must reasonably
replicate observed streamflow and ecologically relevant
flow statistics (ERFSs) that describe the magnitude,
frequency, duration, timing and rate of change of
streamflow under historical and current conditions across
points of interest for regulation, and predict changes in
these statistics as a result of changes in climate, land use,
flow regulation and water withdrawals. Error in predictions
of streamflow and ecosystem response to changes in flow
may compounding; therefore, error in model prediction of
streamflow is often carried through the analysis and should
be quantified and reported to avoid misinterpretation of
modelling outcomes.
Given the myriad of hydrologic models for water supply

and environmental flow studies, resource managers need to
understand the relative error in streamflow predictions
among commonly used hydrologic models, not only in
terms of classical fit statistics of streamflow observations
[e.g. bias, Nash–Sutcliffe Efficiency (NSE)] but also in
Copyright © 2015 John Wiley & Sons, Ltd.
terms of ERFSs. In addition to the type of hydrologic
model, model inputs (e.g. climate, soils and land cover) and
calibration strategy will influence the capacity of a given
hydrologic model application to accurately predict ob-
served streamflow. Unfortunately, our understanding of the
differences in streamflow predictions among model
applications is hampered by a lack of comprehensive
model comparison studies (Knight et al., 2012). The aim of
this study was to address these gaps in our understanding
of differences among a set of hydrologic models, inputs
and calibration strategies when applied to five US
Geological Survey (USGS) continuous record gauging
stations in the Southeastern USA. It was not the intent of
this study to identify any specific model that is better suited
for streamflow prediction over another because such
differences are as likely to be related to model calibration
strategy, experience and personal preference as they are to
differences in model structure. Further, we did not intend to
separate the influence of model structure from calibration
strategy because such a comparison would not be
representative of how models are developed and used to
make management decisions. Rather, the overarching goal
of this investigation was to quantify and compare the
magnitude and potential causes of error associated with
predicted streamflows from seven hydrologic models of
varying complexity and calibration strategy as developed
to answer management questions by computing classical
hydrologic model fit statistics, and bias in the prediction of
ERFSs. In addition, we tested the hypotheses that (1)
simple, regional-scale hydrologic models would provide
poorer predictions with greater levels of uncertainty than
more complex physically based models and (2) models
with higher levels of calibration would perform better than
those with less calibration.
METHODS

Study area

The study area is the Apalachicola–Chattahoochee–Flint
(ACF) basin, which drains approximately 52000km2 of
Georgia, Alabama and Florida in the Southeastern USA
(Figure 1). This basin has been subject to water shortages,
development pressure and interstate conflicts over water
availability in the past and thus has been intensely studied
over the last decade with multiple modelling efforts taking
place to evaluate drought and global change effects on
aquatic ecosystems and water supply at multiple scales
(e.g. Georgakakos et al., 2010; Markstrom et al., 2012;
Freeman et al., 2013; LaFontaine et al., 2013). Five sub-basins
of varying size and characteristics within the ACF basin were
selected as a basis of comparison among models (Table I).
Thefive study sites ranged in basin area from637 to 4792km2

with mean annual precipitation from 1950 to 2009 ranging
Ecohydrol. (2015)



Figure 1. Locations of the five USGS gauges in the study area with continuous flow observations and predictions from all seven models,1980–1999.

MODEL COMPARISON FOR ECOLOGICAL FLOW AND WATER AVAILABILITY
from 1282 to 1728mm and mean temperature ranging from
13.9 to 18.7 °C (Table I). The 2006 land cover (Fry et al.,
2011) ranged from mostly forested (site 1 – Chattahoochee
River near Cornelia, GA), to developed (site 2 – Sweetwater
Creek near Austell, GA), to mixed agriculture and forest
along the southern extent of the ACF basin (site 5 –
Ichawaynochaway Creek at Milford, GA). The amount of
impervious area ranged from 0.4 to 9.4% and was
Copyright © 2015 John Wiley & Sons, Ltd.
significantly related to the amount of developed land in the
basin (R2 =0.986, p<0.0001). The five sites were selected
for this study because output at these locations was available
from all modelling efforts and thus allowed direct comparison
among the various model applications. We compared
characteristics of these sites to the 1364 other USGS
streamflow gauging stations in the USGS Gages II database
(Falcone et al., 2010; Falcone, 2011) that were located in the
Ecohydrol. (2015)
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MODEL COMPARISON FOR ECOLOGICAL FLOW AND WATER AVAILABILITY
states of Virginia, North Carolina, South Carolina, Georgia,
Alabama, Tennessee andKentucky to insure that the five sites
selected for comparison were generally representative of
conditions across the region of study.We found that these five
sites well represented the distribution of elevation, precipi-
tation, air temperature, runoff, runoff/precipitation, impervi-
ous cover, developed land, forested land and agricultural land
among other sites in the region. On average, percentiles of
basin characteristics for five sites ranged from the 31st
percentile to the 82nd percentile of the 1364 sites.

Model descriptions

All of the models evaluated were developed by different
agencies, for different purposes, with different data inputs
and spatial scales and were calibrated to different degrees
using different objective functions. Specific models
included in this study were the Hydrological Simulation
Program-Fortran (HSPF), the USGS Monthly Water
Balance Model (MWBM), two parameterizations of the
USGS Precipitation–Runoff Modelling System (PRMS),
the Soil and Water Assessment Tool (SWAT), the
Generalized Watershed Loading Function (GWLF)-based
Watershed Flow and Allocation model (WaterFALL®)
developed by Research Triangle Institute (RTI), and the
USDA Forest Service Water Supply Stress Index (WaSSI)
model. The MWBM and WaSSI models are regional large-
scale monthly time step models; WaterFALL® is of
intermediate complexity at a fine scale and shorter time
step; and HSPF, PRMS and SWAT are more complex,
fine-scale shorter time step models. A summary of each
model application and inputs is shown in Table II, and
details regarding model calibration strategy are shown in
Table III. More detail regarding each model application
may be found in the cited references.

Hydrological Simulation Program-Fortran. Both the
HSPF and SWAT models used in this study (Table II)
were implemented by TetraTech as part of a larger study to
characterize the sensitivity of streamflow, nutrient and
sediment loading to a range of potential mid-21st century
climate futures in 20 large, US drainage basins (Johnson
et al., 2012; USEPA, 2013). All sub-basin delineations,
input datasets and calibration objective functions used for
HSPF were also used for SWAT (Tables II and III).
Calibration of these models focused at the large basin scale
of eight-digit hydrologic unit codes.

Hydrological Simulation Program-Fortran (Bicknell et al.,
2005) is a water quantity and quality model commonly used
for determination of total maximum daily loads to receiving
waters in response to CleanWater Act requirements. HSPF is
a well-documented watershed model that computes the water
balance based on principles of the StanfordWatershedModel
(Crawford and Linsley, 1966) in multiple surface and
Copyright © 2015 John Wiley & Sons, Ltd.
subsurface layers, typically at an hourly time step. The water
balance is simulated on the basis of Philip’s infiltration
(Bicknell et al., 2005) coupled with multiple surface and
subsurface stores [i.e. interception storage, surface storage,
upper zone soil storage, lower zone soil storage, active
groundwater and inactive (deep) groundwater]. Individual
land unitswithin a sub-basin in this simulation are represented
using a hydrologic response unit approach that combines an
overlay of land cover, soil and slope characteristics. Four
model parameters were the primary focus during manual
model calibration to improve model fit for hydrology with an
emphasis on large basin response at a daily time scale. The
calibrated model produced an hourly time series of predicted
streamflow for the period from 1973 to 2003.

Soil and Water Assessment Tool. Soil and Water Assess-
ment Tool was developed by the US Department of
Agriculture to simulate the effect of land management
practices on water, sediment and agricultural chemical
yields in large, complex watersheds with varying soils,
land use and management conditions over long periods
(Neitsch et al., 2005). SWAT (as implemented here) uses
the curve number approach (USDA Soil Conservation
Service, 1972) to estimate surface runoff and then
completes the water balance through simulation of
subsurface flows, evapotranspiration (ET), soil storages
and deep seepage losses at the daily time step. The curve
number is estimated as a function of land use, cover,
condition, hydrologic soil group and antecedent soil
moisture. For SWAT, 11 model parameters were adjusted
during manual model calibration to improve model fit. The
calibrated model produced a daily time series of predicted
streamflow for the period from 1973 to 2003.

Precipitation–Runoff Modelling System – Southeast Re-
gional Assessment Project. The PRMS was applied to the
ACF basin as part of a USGS Southeast Regional
Assessment Project (SERAP) to provide integrated science
that helps resource managers understand how ecosystems
may respond to climate change (LaFontaine et al., 2013),
hereafter PRMS-SERAP. The PRMS (Leavesley et al.,
1983; Markstrom et al., 2008) is a deterministic,
distributed-parameter, physical-process-based hydrologic
modelling system. The model simulates daily land-surface
hydrologic processes including ET, runoff, infiltration and
interflow in hydrologic response units by balancing energy
and mass budgets of the plant canopy, snowpack and soil
zone on the basis of distributed climate information
(e.g. temperature, precipitation and solar radiation) for
1951–1999. An automated parameter estimation procedure
(Duan et al., 1994) was combined with a geographically
nested approach to calibrate the PRMS-SERAP model
using the Luca software (Hay and Umemoto, 2006; Hay
et al., 2006).
Ecohydrol. (2015)
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Table III. Level of model calibration by site. Calibration levels include the following: (A) uncalibrated, (B) calibrated to downstream
gauge, (C) calibrated specifically for site and (D) calibrated specifically for site with adjusted precipitation, solar radiation and PET

inputs.

Model

Number of
parameters
adjusted Calibration objective function Site

Level
of calibration

HSPF 4 Total, seasonal, high and low streamflow within recommended ranges
(Lumb et al., 1994; Donigian, 2000); maximize daily NSE

1 C
2 B
3 B
4 B
5 C

PRMS-SERAP 24 Minimize normalized RMSE of annual, monthly and mean monthly
flow volumes and minimize normalized RMSE of daily flow timing
using a 3-day moving average.

1 D
2 D
3 D
4 D*
5 D

PRMS-DAYMET 24 Minimize normalized RMSE of annual, monthly and mean monthly and
daily flow volumes

1 D
2 D
3 D
4 D
5 D

SWAT 11 Total, seasonal, high and low streamflow within recommended ranges
(Lumb et al., 1994; Donigian, 2000); maximize daily NSE

1 C
2 B
3 B
4 B
5 C

WaterFALL® 3 Minimize bias in log-transformed daily flows 1 C
2 C
3 B
4 C
5 B

MWBM 4 Minimize normalized RMSE of annual, monthly and mean monthly
flow volumes

1 D
2 D
3 D
4 D
5 D

WaSSI 0 N/A 1 A
2 A
3 A
4 A
5 A

*PRMS-SERAP was calibrated to a downstream gauge at site 4, but this calibration adjusted precipitation, solar radiation and potential
evapotranspiration inputs. For the purpose of comparison among calibration levels, PRMS-SERAP for this site was set at level D.
HSPF, Hydrological Simulation Program-Fortran; MWBM, Monthly Water Balance Model; PRMS, Precipitation–Runoff Modelling System; SWAT,
Soil and Water Assessment Tool; WaSSI, Water Supply Stress Index; NSE, Nash–Sutcliffe Efficiency; RMSE, root mean squared error.

MODEL COMPARISON FOR ECOLOGICAL FLOW AND WATER AVAILABILITY
Precipitation–Runoff Modelling System – DAYMET. Like
PRMS-SERAP, the DAYMET application of the PRMS
model (hereafter PRMS-DAYMET) used the USGS’s
PRMS (Leavesley et al., 1983; Markstrom et al., 2008)
to compute daily flows at each station, but at a different
spatial resolution using different climate inputs (Table II)
and different calibration objective functions within Luca
(Hay and Umemoto, 2006; Hay et al., 2006) than PRMS-
SERAP (Table III). DAYMET is a collection of gridded
estimates of daily weather parameters generated by
interpolation and extrapolation from daily meteorological
observations (Thornton et al., 2013). The PRMS-
DAYMET model was developed to provide a daily time
Copyright © 2015 John Wiley & Sons, Ltd.
series of simulated streamflows for 1980–2008 at several
sites across the southeastern USA as part of a USGS
National Water Census focus area study.

WaterFALL®. The application of RTI’s WaterFALL®
used for this study was developed to create a hydrologic
foundation for detailed assessment of human and climate
effects on stream and river flows, including the effects of
hydrologic alterations on aquatic habitats in the Southeastern
USA at the NHDPlus catchment scale (~1.0 km2) (Kendy
et al., 2011). The WaterFALL® simulation used in this
study was developed to provide a baseline condition
assessment by using land cover data representative of the
Ecohydrol. (2015)
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1970s and was calibrated to best match flow observations
during this period. WaterFALL® employs an updated
version of the well-established Generalized Water Loading
Function (GWLF) hydrologic model (Haith and Shoemak-
er, 1987; Haith et al., 1992). Updating GWLF for use in
WaterFALL® included enabling the model to (1) run on
EPA’s enhanced National Hydrography Dataset
(NHDPlus) hydrologic network, (2) use parameters from
national datasets and (3) include the impacts of human
alterations on streamflows. Like SWAT, surface runoff in
WaterFALL® is computed on a daily basis using the curve
number method across each land cover type in a catchment.
Discharge from shallow groundwater is computed using a
lumped parameter catchment-level water balance for
unsaturated and shallow saturated zones controlled by the
available water capacity of the unsaturated zone, a
recession coefficient providing the rate of release from
the saturated zone to the stream channel and a first-order
approximation of infiltration losses to deep aquifer storage
simulated using a seepage coefficient. Three model param-
eters were adjusted in an automated calibration process. The
calibrated model produced a daily time series of predicted
streamflow for the period from 1980 to 2006 for this study.

Monthly Water Balance Model. Like PRMS-DAYMET,
the MWBM used in this study was developed to provide a
monthly time series of simulated streamflows from 1980 to
2010 at several sites across the southeastern USA as part of
a USGS National Water Census (Table II). The USGS
MWBM (Hay and McCabe, 2002; McCabe and
Markstrom, 2007; McCabe and Wolock, 2011) is based
on the monthly Thornthwaite water balance model
(Thornthwaite, 1948). When precipitation exceeds potential
evapotranspiration (PET) in a given month, actual ET is equal
to PET. Water in excess of PET replenishes soil-moisture
storage. When soil-moisture storage reaches field capacity
during a given month, the excess water becomes surplus. In a
given month, some percent of the total surplus becomes
runoff, and the remaining surplus is carried over to the
followingmonth. Fourmodel parameterswere adjusted during
model calibration using the Shuffled Complex Evolution
global search algorithm (Duan et al., 1994), which is the same
method that the Luca software (Hay andUmemoto, 2006; Hay
et al., 2006) uses for calibrating PRMS models.

Water Supply Stress Index. The monthly WaSSI model
(Sun et al., 2011b; Caldwell et al., 2012) was developed by
the US Forest Service to assess the effects of climate, land
use and population change on water supply stress, river
flows and aquatic ecosystems in the Eastern USA (Lockaby
et al., 2011; Marion et al., 2013; Sun et al., 2013; Tavernia
et al., 2013) and to examine the nexus of water and energy
at the national scale (Averyt et al., 2011; Averyt et al.,
2013). Infiltration, surface runoff, soil moisture and
Copyright © 2015 John Wiley & Sons, Ltd.
baseflow processes were computed using algorithms of
the Sacramento Soil Moisture Accounting Model (SAC-
SMA) (Burnash et al., 1973; Burnash, 1995). In SAC-
SMA, the soil profile is divided into a relatively thin upper
layer and a much thicker lower layer, which supplies
moisture to meet ET demands (Koren et al., 2003). Each
layer consists of tension water storage (i.e. between soil
water tensions of field capacity and the plant wilting point)
and free water storage (i.e. soil water tension greater than
field capacity) that interact to generate surface runoff, lateral
water movement from the upper soil layer to the stream
(interflow), percolation from the upper soil layer to the lower
soil layer, and lateral water movement from the lower soil
layer to the stream (baseflow). Monthly ET in WaSSI was
computed with leaf area index, precipitation and PET using
an empirical equation derived frommultisite eddy covariance
ET measurements (Sun et al., 2011a,b).WaSSI was devel-
oped to include the key ecohydrological processes that affect
the water balance with off-the-shelf input datasets while
having an acceptable level of predictive performance across
the conterminous USA without calibration.

Evaluation and comparison of error in modelled
streamflows

We compared classical hydrological model fit statistics as
well as the prediction of ERFSs among model applications,
sites and levels of calibration. Classical hydrological model
fit statistics were computed for each model and site at the
monthly time step for all seven models and at the daily time
step for hourly and daily models only. Fit statistics evaluated
included bias in mean streamflow, the NSE statistic (Nash and
Sutcliffe, 1970), the rootmean squared error and the coefficient
of determination (R2). Bias in mean streamflow within +/�25,
15 and 10% were considered indicative of satisfactory, good
and very good hydrological model performance, respectively
(Moriasi et al., 2007). Similarly, NSE values that are greater
than 0.50, 0.65 and 0.75 for prediction of monthly streamflow
were considered to be indicative of satisfactory, good and very
good model performance, respectively (Moriasi et al., 2007).
The NSE can range from negative infinity to 1.0; the closer
NSE is to 1.0, the better the model fit to observations. Negative
values of NSE indicate that using the mean of the observations
provides a better fit than the model.
We also evaluated differences between predicted and

observed ERFSs across the five hourly and daily models. The
monthly MWBM and WaSSI models were not evaluated for
prediction of ERFSs because many of ERFSs require a daily
time step to be calculated. Predicted and observed daily mean
flows were imported into the EflowStats package, an ‘R’
version of the National Hydrologic Assessment Tool
(Henriksen et al., 2006) developed for the USGS National
Water Census by the USGS Center for Integrated Data
Analytics and is available on GitHub at https://github.com/
Ecohydrol. (2015)
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USGS-R/EflowStats. This R package was developed to assist
water resource professionals with characterizing the five
major components of the flow regime (i.e. magnitude,
frequency, duration, timing and rate of change) considered
by many to be important in shaping ecological processes in
streams (Olden and Poff, 2003; Henriksen et al., 2006;
Kennen et al., 2007). A total of 175 ERFSswere evaluated for
this study. Scatterplots were used to examine data distribu-
tions and to detect potential outliers in the ERFSs; statistics
with extreme outliers or with highly limited data ranges were
removed from further consideration. A Spearman rank
correlation matrix (SAS Institute Inc., 1989) on the reduced
set of ERFSs was then examined to eliminate any remaining
redundant variables with a Spearman’s rho >0.75. In cases
where two statistics accounting for similar aspects of the flow
regime were highly collinear, selection was based on best
professional judgement. This approach was highly parsimo-
nious and permitted the retention of important streamflow
statistics, which were highly interpretable and management
oriented and helped avoid the possibility of establishing
significant (p< 0.05) correlations among a large suite of
hydrologic variables simply by chance and introducing
interdependencies among multiple explanatory variables
(Van Sickle, 2003; King et al., 2005). Bias in the resulting
subset of ERFSs was quantified by computing the percent
difference between the predicted and observed flow statistic
for each model and site. A hydrologic uncertainty of +/�30%
(hereafter range of uncertainty) was used to aid in placing
model prediction bias into context with inherent variability in
streamflow and flow measurement (Murphy et al., 2013).

All model streamflow predictions were compared with
USGS flow observations from October 1980 to September
1999 at each of the five study sites. After comparing
classical fit statistics and prediction of ERFSs for each
model, we explored differences in model structure, inputs
and calibration strategy that may explain differences in
predictive performance. In addition, we examined differences
inmodel input for precipitation andmodel output for ET, runoff
and soil moisture at site 4 (02347500, Flint River near
Carsonville, GA, Table I; Figure 1), and the role these
differences may play in the predicted water balance and model
error. Precipitation inputs, as well as ET, and runoff outputs
were directly comparable among all five models; however, soil
moisture is represented differently in the hydrological models.
To accommodate direct comparison, we standardized soil
moisture predictions by dividing the monthly mean soil
moisture by themaximumsoilmoisture storage for eachmodel.

Model complexity, inputs and calibration strategy likely
influenced the ability of a given model application to
predict observed streamflow at the study sites. To
examine the role that the level of model calibration plays
in predictive performance, we defined and evaluated four
levels of increasing calibration (Table III): Calibration
level A models were uncalibrated (i.e. WaSSI), Calibra-
Copyright © 2015 John Wiley & Sons, Ltd.
tion level B models were calibrated to a downstream
gauge (i.e. some HSPF, SWAT, and WaterFALL® sites)
but not the gauge of interest, Calibration level C models
were calibrated specifically for that site (i.e. some HSPF,
SWAT, and WaterFALL® sites), and Calibration level D
models were calibrated specifically for that site, and
precipitation, solar radiation and PET inputs were
adjusted as part of the calibration process to account for
uncertainty in gridded climate estimates (i.e. PRMS
models and MWBM).
RESULTS

Classical model fit statistics

In general, all models and calibration levels satisfactorily
captured the magnitude and variability of observed
streamflows at the five study sites (Table IV, Figures 2
and 3). Only four of 35 combinations of model, site and
calibration level yielded absolute bias of 25% or more (i.e.
less than satisfactory): SWAT site 2, calibration level B
(26.2%); WaterFALL® site 2 calibration level C (33.7%);
WaSSI, site 2, calibration level A (25.0%); and Water-
FALL® site 3, calibration level C (48.0%). Similarly, only
two combinations of model, site and calibration level
yielded monthly NSE less than satisfactory (i.e. <0.50):
WaterFALL® site 3, calibration level B (0.28), and SWAT
site 5, calibration level C (0.46). The median absolute bias
across sites by model ranged from 2.5% (PRMS-
DAYMET, calibration level D) to 15.4% (WaSSI,
calibration level A). The median monthly NSE across all
five study sites by model ranged from 0.64 (SWAT, site 2,
calibration level B) to 0.87 (PRMS-SERAP, site 4,
calibration level D). As expected, fit statistics for the daily
models at the monthly time step were superior to the fit
statistics at the daily time step for daily and sub-daily
models. The median daily NSE across sites for the daily
models ranged from 0.37 (HSPF, site 5, calibration level C)
to 0.80 (PRMS-SERAP, site 5, calibration level D). Using
model performance criteria for bias and monthly NSE
(Moriasi et al., 2007), all models had good or better
performance at most sites (Figure 3). The median bias in
mean streamflow across all models by site ranged from
�12% at site 3 to +9.2% at site 4, whereas the median
monthly NSE across models ranged from 0.72 at site 2 to
0.89 at site 1.
Increasing calibration intensity tended to improve model

fit across sites and models (Figure 4). Calibration level A
(uncalibrated) included only WaSSI simulations, calibra-
tion level B (calibrated to downstream gauge) include three
sites for HSPF and SWAT and two sites for WaterFALL®,
calibration level C (calibrated specifically for site) included
two sites for HSPF and SWAT and three sites for
WaterFALL®, and calibration level D (calibrated for site
Ecohydrol. (2015)
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Table IV. Summary of classical model fit statistics for the seven models compared in this study.

Monthly Daily

Site Model Calibration level Bias in mean
NSE RMSE R2 NSE RMSE R2

(%) – cfs – – cfs –

1 HSPF C �6.4 0.85 145.5 0.87 0.66 353.2 0.67
1 PRMS-SERAP D �1.8 0.92 115.8 0.92 0.80 265.5 0.81
1 PRMS-DAYMET D �2.5 0.92 103.9 0.93 0.87 208.2 0.88
1 SWAT C �3.6 0.56 255.5 0.79 0.36 544.5 0.56
1 WaterFALL® C 4.6 0.90 119.0 0.91 0.59 429.1 0.67
1 MWBM D �1.4 0.89 135.3 0.89 – – –
1 WaSSI A �2.8 0.68 227.4 0.79 – – –
2 HSPF B 2.6 0.71 147.2 0.73 �0.23 543.6 0.20
2 PRMS-SERAP D 1.3 0.92 81.2 0.92 0.84 207.8 0.84
2 PRMS-DAYMET D 0.1 0.86 102.5 0.87 0.60 292.6 0.60
2 SWAT B �26.2 0.64 137.7 0.75 0.41 253.3 0.44
2 WaterFALL® C �33.7 0.62 69.5 0.87 0.31 302.5 0.37
2 MWBM D �2.1 0.84 114.2 0.84 – – –
2 WaSSI A 25.0 0.72 123.3 0.84 – – –
3 HSPF B �24.6 0.62 211.8 0.67 �0.18 855.1 0.26
3 PRMS-SERAP D �12.0 0.76 135.0 0.82 0.75 296.9 0.77
3 PRMS-DAYMET D �2.9 0.82 158.6 0.83 0.64 400.4 0.64
3 SWAT B �18.2 0.65 173.8 0.70 0.50 300.3 0.55
3 WaterFALL® B �48.0 0.28 114.2 0.61 0.38 378.1 0.43
3 MWBM D �6.6 0.85 157.7 0.86 – – –
3 WaSSI A �1.7 0.75 179.8 0.75 – – –
4 HSPF B 9.2 0.92 506.5 0.93 0.74 1408.9 0.75
4 PRMS-SERAP D 16.8 0.87 615.1 0.91 0.74 1569.1 0.75
4 PRMS-DAYMET D �0.3 0.89 577.6 0.89 0.67 1528.3 0.68
4 SWAT B 5.0 0.86 725.6 0.88 0.63 1499.7 0.64
4 WaterFALL® C 11.2 0.86 691.4 0.90 0.79 1383.5 0.80
4 MWBM D �8.4 0.83 755.5 0.85 – – –
4 WaSSI A 16.2 0.77 858.6 0.82 – – –
5 HSPF C �2.1 0.75 283.2 0.77 0.37 667.3 0.46
5 PRMS-SERAP D 3.9 0.83 235.1 0.85 0.80 370.6 0.80
5 PRMS-DAYMET D �15.3 0.73 280.9 0.82 0.47 525.1 0.50
5 SWAT C 5.8 0.46 401.9 0.77 0.24 794.5 0.52
5 WaterFALL® B �15.1 0.83 182.0 0.88 0.17 761.8 0.37
5 MWBM D �9.4 0.77 265.3 0.79 – – –
5 WaSSI A 15.4 0.69 300.9 0.81 – – –

HSPF, Hydrological Simulation Program-Fortran; MWBM, Monthly Water Balance Model; PRMS, Precipitation–Runoff Modelling System; SWAT,
Soil and Water Assessment Tool; WaSSI, Water Supply Stress Index.
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with adjusted precipitation, solar radiation and PET inputs)
included all PRMS-SERAP, PRMS-DAYMET and
MWBM simulations (Table III). The median absolute bias
in streamflow across models and sites was 15, 17, 6 and 3%
for calibration levels A, B, C and D, respectively.
Similarly, the monthly NSE tended to increase with
increasing level of calibration; median monthly NSE across
sites and models for calibration levels A, B, C and D, were
0.72, 0.68, 0.75 and 0.85, respectively. Daily NSE across
sites and daily time step models also improved with
increasing calibration (not shown), with median values of
0.39, 0.37 and 0.74 for calibration levels B, C and D,
respectively.
Copyright © 2015 John Wiley & Sons, Ltd.
Water balance components

Evaluation of the water balance components at site 4
revealed the effect of modelling assumptions and calibra-
tion strategies on model fit statistics (Figure 5). Models
generally over-predicted streamflow at site 4 (Table IV,
Figure 2), and thus, calibration strategies for some models
were aimed at either adjusting observed precipitation
(i.e. PRMS-SERAP, PRMS-DAYMET and MWBM) or
increasing losses through deep seepage (i.e. WaterFALL®).
Absolute streamflow over-prediction was most prevalent
during the seasonally high flow months of January,
February and March, but streamflow over-prediction
expressed as a percentage were highest in the low-flow
Ecohydrol. (2015)



Figure 2. Distribution of selected classical model fit statistics across models by site for the flow time series from 1980 to 1999; (a) bias in mean flow and
(b) monthly Nash–Sutcliffe Efficiency.

MODEL COMPARISON FOR ECOLOGICAL FLOW AND WATER AVAILABILITY
months of July, August and September (Figure 5b). Input for
mean annual precipitation was similar for HSPF, SWAT,
WaterFALL® and WaSSI, ranging from 1221mm (Water-
FALL®) to 1258mm (HSPF and SWAT) for a total
difference of 3% (Figure 5a). Mean annual precipitation for
PRMS-SERAP, PRMS-DAYMET andMWBMwas reduced
for site 4 during model calibration, resulting in decreases in
mean annual precipitation of approximately 9, 15 and 10%,
respectively, whereas the other models did not adjust input
precipitation. WaterFALL® included deep seepage losses
(approximately 127mm or 10% of precipitation) to reduce
streamflowpredictions tomore closelymatch observations by
Copyright © 2015 John Wiley & Sons, Ltd.
adjusting the seepage coefficients in the calibration process.Had
deep seepage not been included, bias in mean streamflow for
WaterFALL®mayhave increased from11.3 to 44.2%although
other model parameters would have likely been adjusted to
improve model fit. HSPF and SWAT simulations included
consumptive use withdrawals based on available data that also
reduced streamflow predictions, amounting to approximate 33
and 67mm, respectively. Had consumptive use not been
considered, bias inmean streamflowwould have increased from
9.3 to 18.0% for HSPF and from 5.1 to 22.5% for SWAT.
Differences in seasonal runoff bias among models can be

partially explained by differences in ET estimates.
Ecohydrol. (2015)



Figure 3. Distribution of sites falling into performance categories established by (Moriasi et al., 2007) for (a) absolute bias in mean flow and (b) monthly
Nash–Sutcliffe Efficiency. Bias in mean flow within +/�25, 15 and 10% are considered to be indicative of satisfactory, good and very good model
performance, respectively, and monthly NSE values that are greater than 0.50, 0.65 and 0.75 for prediction of monthly streamflow are indicative of

satisfactory, good and very good model performance, respectively.

P. V. CALDWELL et al.
Assuming no consumptive use or deep seepage losses, ET
can be estimated as the difference between long-term mean
annual precipitation and runoff (Figure 5a). Using the mean
precipitation across models as the mean precipitation for
the basin, estimated ET, calculated as the difference
between mean precipitation and runoff, was 797mm. Bias
in predicted ET was then 0.8, �14.4, �15.6, �1.4, �16.5,
�5.9 and �1.7% for HSPF, PRMS-SERAP, PRMS-
DAYMET, SWAT, WaterFALL®, MWBM and WaSSI,
respectively. There was good agreement between HSPF,
SWAT, WaSSI and the estimated observed mean annual
Copyright © 2015 John Wiley & Sons, Ltd.
ET, suggesting conformance to the major features of the
water balance. WaterFALL® predicted less ET relative to
other models and the estimated observed ET, but the deep
seepage term partially compensated for this difference. Soil
moisture levels were considerably lower for WaterFALL®
than the other models (Figure 5b) indicating that available
soil water storage and/or recession coefficients may explain
the lower ET estimates. The PRMS and MWBM models
also underpredicted ET relative to other models and the
estimated observed ET largely because precipitation was
reduced during model calibration.
Ecohydrol. (2015)



Figure 4. Distribution of selected classical model fit statistics across sites by level of calibration for the 1980–1999 flow time series; (a) absolute bias in
mean flow and (b) monthly Nash–Sutcliffe Efficiency. Calibration levels include: (A) uncalibrated, (B) calibrated to downstream gauge, (C) calibrated

specifically for site and (D) calibrated specifically for site with adjusted precipitation, solar radiation and PET inputs.
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Prediction of ecologically relevant flow statistics

The full suite of 175 flow statistics computed with the
EflowStats package in R was evaluated for redundancy and
reduced to a subset of 14 ERFSs (Table V). We evaluated
differences between predicted and observed ERFSs across
the five hourly and daily models; the monthly MWBM and
WaSSI models were not evaluated for prediction of ERFSs
because many of the ERFSs require a daily time step to be
calculated. Overall bias in the prediction of the ERFSs
among sub-monthly time step models varied by site and by
flow statistic (Table VI, Figure 6), with no model or
calibration level clearly having superior predictive perfor-
mance for all sites and statistics. The median absolute bias
across all ERFSs and sites ranged from 18.7% (PRMS-
DAYMET, calibration level D) to 31.9% (SWAT,
Copyright © 2015 John Wiley & Sons, Ltd.
calibration levels B and C) (Table VII). Increasing
calibration tended to reduce bias for individual models
overall. For example, the median absolute bias across all
sites and ERFSs decreased from 22.6% for calibration level
B to 16.9% for calibration level C for HSPF (Table VII).
The median absolute bias across all sites and ERFSs for
calibration level D (19.1%) was similar to that of all
models at calibration level C (18.4%).
All hydrological models had at least one flow statistic

falling outside the 30% range of hydrologic uncertainty at
every site (Figures 6 and 7a). The number of ERFSs out of
the total of 14 (Table V) that fell outside this range at three
or more of the five sites ranged from 3 (HSPF, calibration
levels B and C) to 9 (SWAT, calibration levels B and C)
(Figure 7a). Some of the magnitude, frequency and
duration ERFSs tended to be better represented across
Ecohydrol. (2015)



Figure 5. (a) Partitioning of mean annual precipitation into evapotranspiration and runoff and residual lost to either consumptive use or deep seepage and
(b) monthly median precipitation, evapotranspiration, runoff, and soil moisture for all models at site 4: USGS gauge 02347500 Flint River at US19 near
Carsonville, GA. Runoff was computed by dividing discharge by drainage area. Observed evapotranspiration was computed by taking the difference

between the mean precipitation across models and the observed mean annual runoff at the gauge.

P. V. CALDWELL et al.
models than others. For example, MA41 (mean annual
runoff), MA25 (variability of February flows), FL2
(variability in low-pulse count) and DH4 (mean of annual
maximum 30-day average flow) were generally well-
predicted, with bias outside the range of uncertainty at
less than three of the five sites for all models. On the other
hand, bias in FL1 (frequency of low flood) was outside the
range of uncertainty for three or more of the five sites for
all models, and bias in ML21 (variability of annual
minimum flows) and DL4 (mean of annual minimum
30-day average flows) was outside the range of uncertainty
for more than three or more of the five sites for four of the
five models. The hydrologic models evaluated in this study
generally had lower bias in the prediction of flow statistics
Copyright © 2015 John Wiley & Sons, Ltd.
representing mean flows (e.g. MA41) than statistics
representing the extremes of flow (e.g. FL1), particularly
low flow conditions. Bias was greater for many of the low
flow statistics as a result of the low absolute magnitudes of
these statistics (Table VI, Figure 6). This result is a fairly
common outcome for many modelling studies as a result of
choices made during the calibration process; however, this
modelling bias may directly affect the predictive capacity
of flow-ecology response models derived using ERFSs that
fall outside the established range of uncertainty.
There was considerable variability in ERFS predictive

performance across sites (Figures 6 and 7b). The ERFSs
(Table V) with prediction bias outside the range of
hydrologic uncertainty for three or more of the five models
Ecohydrol. (2015)



Table V. Definitions of the reduced set of 14 ecologically relevant
flow statistics used in this study to describe the magnitude,

frequency, duration, timing and rate of change of flow.

Category
Statistic
name

Description (unit of
measurement)

Magnitude MA41 Mean annual runoff: compute the annual
mean daily streamflow and divide by
the drainage area. (cubic feet per
second (cfs) per square mile (cfsm))

MA25 Variability of February flow values:
compute the standard deviation for
each month in each year. Divide the
standard deviation by the mean for
each month and take the mean of
these values for each month across
years. (%)

ML6 Minimum June streamflow: Minimum
June streamflow across the period of
record. (cfs)

ML9 Minimum September streamflow:
minimum September streamflow
across the period of record. (cfs)

ML21 Variability of annual minimum flows:
compute the standard deviation of
annual minimum streamflow and
divide by the mean annual minimum
streamflow. (%)

MH20 Specific mean annual maximum flow:
mean annual maximum flow across
the period of record divided by
watershed area. (cfsm)

Frequency FL1 Frequency of low flood: low flood pulse
count. (n/year)

FL2 Variability in low-pulse count:
Coefficient of variation for the
number of annual occurrences of
daily flows less than the 25th
percentile. (dimensionless)

Duration DL17 Variability in low pulse duration:
Standard deviation for the yearly
average low-flow pulse durations
(daily flow less than the 25th
percentile). (%)

DH20 High flow duration. (days)
DL4 Mean of the annual minimum 30-day

average flows. (cfs)
DH4 Mean of the annual maximum 30-day

moving average flow for the entire
record. (cfs)

Timing TH1 Average Julian date of the annual
maximum flow for the entire record.
(Julian day)

Rate of
change

RA4 Variability of the fall rate for the
entire record. (%)

MODEL COMPARISON FOR ECOLOGICAL FLOW AND WATER AVAILABILITY
included FL1 and TH1 for site 1 (2 of 14 ERFSs); ML21,
FL1 and TH1 for site 2 (3 of 14); ML6, ML9, MH20, FL1,
DL17 and DL4 for site 3 (6 of 14); ML6, ML9, ML21, FL2
and DL4 for site 4 (5 of 14); and ML6, ML21, FL1, DL17,
DH20 and DL4 for site 5 (6 of 14). ERFSs at site 1 were
Copyright © 2015 John Wiley & Sons, Ltd.
generally well-predicted, likely reflecting the fact that (1)
all models were calibrated for this site (i.e. calibration
levels C and D) and (2) the watershed upstream of the site
was mostly low intensity forested land (Table I) and likely
had fewer flow alterations that may affect model
performance. Although sites 1 and 3 had similar levels of
urban development (Table I), ERFSs were not as well
predicted at site 3. In particular, those ERFSs relating to
low flows (e.g. ML6, ML9, FL1, DL17 and DL4) were
generally over-predicted with bias exceeding 30%
(Figure 7b). The HSPF, SWAT and WaterFALL® models
were not specifically calibrated for site 3 (calibration level
B), which may explain the higher bias for this site, but the
PRMS-SERAP and PRMS-DAYMET models, calibrated
specifically for this site, (calibration level D) also had
higher bias for ERFSs at site 3 than site 1 indicating that
there may be underlying natural and anthropogenic
processes that are not being accounted for in the models.
Most hydrological model predictions of ERFSs for site 2
were within the range of uncertainty despite some models
being calibrated to a downstream gauge (level B for HSPF
and SWAT) and having higher levels of urban develop-
ment (Table I). The ERFSs for site 2 that were outside the
range of uncertainty included ML21 (variability in annual
minimum flows), FL1 (frequency of low flood), and TH1
(average Julian date of annual maximum flow). Of these
ERFS, ML21 was generally under-predicted, FL1 was
generally over-predicted, and TH1 was generally under-
predicted. ERFSs relating to low flows were generally over-
predicted by most models for site 4 (e.g. ML6,ML9, FL2 and
DL4) and site 5 (e.g. ML6, ML21, FL1, DL17 and DL4).
DISCUSSION

Our hypothesis that simple, regional-scale models have
poorer predictive performance than more complex fine-
scaled models at the monthly timestep was not supported.
We found that all models had ‘good’ or better performance
(as defined in this paper) at most sites. Comparing classical
model fit statistics across all sites, the simple MWBM and
WaSSI applications had comparable error in predicting
observed streamflows at the monthly time step as that of
the more complex HSPF, PRMS, SWAT and Water-
FALL® models (Figure 2). According to monthly NSE
criteria (Moriasi et al., 2007), the uncalibrated WaSSI
model predictions would be considered ‘good’ at all of the
five sites and ‘very good’ at one site, whereas the calibrated
MWBM predictions would be ‘very good’ at all sites.
These results support the notion that we can leverage the
benefits of both simple, large-scale models at the monthly
time step with more complex, high-resolution models to
allow more robust climate change impact studies for
maintaining a better balance between the availability of
Ecohydrol. (2015)
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Figure 6. Bias in prediction of the 14 ecologically relevant flow statistics across the five study sites for the daily time step hydrologic models. Dashed
lines show the range of hydrologic uncertainty, +/�30%.

MODEL COMPARISON FOR ECOLOGICAL FLOW AND WATER AVAILABILITY
water to support aquatic assemblages while conserving
water for long-term human needs across broad regions than
using either approach in isolation. For example, the WaSSI
model could be used to quickly assess regional scale
climate change effects and identify ‘hot spots’ where the
combined effects of land cover change, climate change
and/or streamflow alteration may threaten water resources.
Fine-scale, physically based models of higher temporal
resolution (e.g. HSPF, PRMS, SWAT and WaterFALL®)
could then be applied to those areas of concern to provide
higher resolution quantitative estimates of changes in water
supply and ERFSs using more site-specific inputs.
Copyright © 2015 John Wiley & Sons, Ltd.
Achieving good model fit at the monthly time step with
either monthly or smaller time step models generally
indicates that the correct balance of precipitation and ET is
represented, but it does not necessarily indicate that the
separation between surface and subsurface flows is accu-
rately represented. Thus, goodmodel fit in monthly time step
simulations may not indicate that the model would be useful
in answering resource questions that require detailed
information regarding surface runoff and baseflows.
We did find evidence supporting our hypothesis that

increasing calibration intensity generally improved model
fit across sites and models. For classical model fit statistics,
Ecohydrol. (2015)



Table VII. Median absolute bias (%) across all sites and all ecologically
relevant flow statistics (ERFSs) by model and calibration level for
daily timestep models. The ERFSs were calculated only for the
daily time step hydrologic models; therefore, WaSSI and MWBM
were not included in this comparison.

Model

Calibration level

B C D

Median for
model across
all calibration

levels

HSPF 22.6 16.9 19.4
PRMS-SERAP 19.1 19.1
PRMS-DAYMET 18.7 18.7
SWAT 36.2 27.1 31.9
WaterFALL® 36.7 14.9 24.1
Median for calibration

level across all models
32.9 18.4 19.1 22.6

HSPF, Hydrological Simulation Program-Fortran; PRMS, Precipitation–
Runoff Modelling System; SWAT, Soil and Water Assessment Tool.

P. V. CALDWELL et al.
the more intensive site-specific calibrations (levels C and
D) generally decreased bias and increased NSE at the
monthly scale relative to uncalibrated models (level A) and
models calibrated to a downstream site (level B); however,
differences between calibration levels A and B were not as
large (Figure 4). For ERFSs, increasing calibration tended
to reduce bias for individual models overall, but no model
or calibration level clearly had superior predictive
performance for all sites and ERFSs. For example, bias
Figure 7. (a) Number of sites per model out of a total of five and (b) number o
relevant flow statistics (ERFSs) fell outside of the +/�30% range of hydro

because computation of most ERFSs used

Copyright © 2015 John Wiley & Sons, Ltd.
in ERFS predictions was generally lower for sites
calibrated at level C than for sites calibrated at level B
for HSPF, SWAT and WaterFALL®. However, differences
in ERFS bias between models calibrated for sites at level C
and models calibrated for sites at level D were generally
smaller. Clearly, adjusting precipitation, solar radiation and
PET during model calibration (i.e. calibration level D) can
result in improved model fit relative to other levels of
calibration; however, caution should be used when
applying models calibrated in this manner to make
projections using other sources of climate input (e.g. future
climate change scenarios). Often, there are no observed
streamflow data available for locations where streamflow
models are needed. In these cases, models of daily
streamflow will likely be based on less intensive calibration
(i.e. levels A or B) or parameterized on the basis of model
calibration in nearby streams where streamflow observa-
tions are available. Model performance in these cases,
regardless of the model framework, will likely be reflective
of the models with less intensive calibration in this study.
In addition to model calibration strategy, model inputs and
assumptions also played a role in predictive performance.
For example, the WaterFALL® model used land cover
from the 1970s (with lower levels of impervious cover than
in 2001 or 2006 used by other models) and tended to have
negative bias for sites with some level of urbanization
(e.g. site 2) because surface runoff was lower.
Similar to other ecological flow modelling studies

(Wenger et al., 2010; Murphy et al., 2013), the sub-
monthly time step models evaluated in this study tended to
have ‘good’ predictive performance for ERFSs
f models per site out of a total of five for which bias in the 14 ecologically
logic uncertainty. Monthly models (MWBM and WaSSI) are not shown
in this study requires a daily timestep.

Ecohydrol. (2015)



MODEL COMPARISON FOR ECOLOGICAL FLOW AND WATER AVAILABILITY
representing the mean of flow, but had difficulty in
predicting flow statistics related to low or extreme flows
(Table VI, Figures 6 and 7). The variability in prediction
bias across ERFSs for the sub-monthly models is indicative
not only of the variability in level of calibration across
models and sites but also of the challenges associated with
calibrating hydrologic models for all streamflow condi-
tions. Model calibration is generally intended to capture the
variability and mean magnitude of streamflow. It is nearly
impossible to calibrate models to fit the entire range of
observed streamflows because adjusting model parameters
to fit a portion of the flow regime has an effect on how well
the model fits observed streamflows outside of that range.
For example, WaterFALL® was calibrated to log-
transformed daily streamflows (Table III) to provide
improved fit for low flows, but calibrating in this way
can degrade fit for high flows. There was considerable
variability in classical fit statistics and ERFS predictive
performance across sites (Figures 2, 6 and 7). Fit statistics
and ERFSs at some sites (e.g. site 1) were better predicted
by all models than at other sites (e.g. site 3), illustrating the
fact that model performance is site specific regardless of
model framework or level of calibration. These findings
may have implications for the development of flow-
ecology response models because it is often the low flows
(baseflows), annual-flow pulses and seasonality of high
flows that provide the conditions necessary to support
natural-assemblage complexity (Poff and Ward, 1989;
Stanford et al., 1996; Poff et al., 1997; Richter et al., 1997;
Matthews, 2005). Because streamflow models in this study
tended to perform better when predicting mean ERFSs then
when predicting low or extreme flow EFRMs, great care
should be taken when using ERHMs with high prediction
bias (e.g. ML6, ML9, FL1, DL17 and DL4) to develop
flow-ecology response models.

All of the models evaluated were developed by different
agencies, for different purposes, with different input data
sets, and, in general, were calibrated to different degrees
using different objective functions. From a purely scientific
perspective, it may be ideal to have the ability to separate
the influence of model structure from that of model
calibration strategy when evaluating model performance in
predicting streamflows. However, comparison of model
structure alone would not be representative of how models
are developed and used to make management decisions.
Calibration strategies differ among modellers (even for a
single model) and among models. Different model
formulations predict state variables and fluxes in different
ways and combinations and at different time steps, which
affects how calibration is performed. One could remove
some of the modeller choice bias by requiring all models to
use automated calibration to a pre-specified set of metrics,
but that is not how management models are typically
constructed in practice. At the simplest level, if diverse
Copyright © 2015 John Wiley & Sons, Ltd.
models applied under diverse calibration strategies reach
similar conclusions, then those conclusions might be
considered to be robust and uncertainty in mean predictions
is low; if the outcome of a model inference is highly
dependent on the specific model or modeller strategy, then
the inference is weaker and represents one realization from
a broader statistical distribution of potential outcomes.
Other approaches to predicting ERFSs (e.g. regression

models) have been recently shown to have better
performance for low-flow statistics (Knight et al., 2012;
Murphy et al., 2013). However, regression-based models
are stationary, and therefore, rainfall–runoff and other
physically based hydrologic models are still needed for
evaluating global change and hydrologic alteration effects
on aquatic ecosystems because they are more flexible and
are capable of simulating scenarios of change. Addition-
ally, even though some regression models appear to
perform well in parts of the Southeastern USA, it is
difficult to predict whether they will show the same level of
performance or have a high level of transferability in the
snowmelt driven Rocky Mountain States or in areas such as
the Southwest USA where low flows predominate and
where there are fewer gauges available to establish
statistical relationships.
CONCLUSIONS

The primary objective of this study was to provide resource
managers and environmental flow practitioners with some
insight into the relative error in streamflow predictions
among a subset of hydrologic models commonly used for
water supply assessment, environmental flow studies and
climate change predictions. All of the models evaluated
were developed by different agencies, for different
purposes, with different input data sets, and, in general,
were calibrated to different degrees using different
objective functions. It was not the intent of this study to
determine whether one model was ‘better’ than another or
to attempt to separate the influence of model structure from
calibration strategy because such a comparison would not
be representative of how models are developed and used to
make management decisions. Rather, our objective was to
evaluate the performance of seven hydrologic models of
varying complexity and calibration strategy as developed
to answer a variety of management questions. Our results
do not support the hypothesis that simple, regional-scale
models have less predictive power than more complex fine-
scale models at a monthly time step. Differences among
model predictions for specific fit statistics or ERFSs are as
likely to be related to differences in model calibration
strategy as they are related to differences in model
structure. As a result, we do not provide recommendations
of one hydrologic model over another based on the results
Ecohydrol. (2015)



P. V. CALDWELL et al.
of this study. Instead, we stress that it is incumbent upon
resource managers, environmental flow practitioners and
policy makers to consider the expertise of the modeller, the
applicability of a model to a particular resource problem,
the context to which the model is being applied, the
availability of streamflow observations for model calibra-
tion for a given site and the important components of the
flow regime that may be used for model calibration to
minimize error across the targeted range of flows.
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