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David GreenSmd md Lloyd W. S w i f t  Jr,' 

The Intersite Climate Cornittee of the Long- 
T e r n  Ecological Research (LTER) Program, which is 
sponsored by the National Science Fomdation, has 
the  mission of facilitating investigations o f  the 
atmospheric envisoment i n  LTER ecoeystms, The 
Cornittee &as developed stmdasds for 
meteorological measuse~ents a t  LmR s i tes  
(Greenlmd 1986; Swift m d  Ragsdale %985) and has 

arized the climates a% the fi 
e n l a d .  1987)). This climate s 

dmonslrated the obvious: very different 
ecosystems have very different climates. This 
report, and discmsions at the LLTER Data 
Processing Workshop at Las Cruces in Jmuasy 1986, 
suggested that  moisture (including soil moisture) 
and climate variability were distinctive forcing 
vari&les at each site, The Climate Comittee 
decided to defer investigations of w a t e r  budgets 
m4 to concentrate first on climate variability, 
Th i s  decision recognized the LTRR network's 
potential importance to research on t h e  global 
climate change question and the growing public 
interest in that question. 

B1even of the  15 s i tes  then i n  the LTER network 
attended a workshop on C l i m a t e  Variability nn-d 
Bcssystcm Response, Ten sites are represented by 
papers in t h i s  volume, Each site was invited to 
exmine i t s  longest time series 09" climatic data 
for temporal variability m d  to comment on the 
relation of that variability to ecosystem 
responses* The vas i& i l i t y  o f  many data sets was 
characterized by mltiyear climatic periods 
pmctuated by strong and drastic resgcasrses t o  
specific weather wends ,  A 1 1  s i tes  fomd duration 
o f  record and spatial representativeness Lo be 
limiting factors in assessing variability , 

The workshop was held i n  Aumst 19638 at the 
Mountain Research Station of the University o f  
Colorado, the field headquarters for the  Niwst 
R i d g d r e e n  Lakes Valley LTER s i te ,  The kernode 
address on Global Warning a d  Ecosytm Response 
w a s  given by D r *  Stephen Scheider o f  the National 
Center for Atmospheric Research, F s l P m i n g  this 
and formal presentations of papers, the  authors 
asld Dr, G a r y  Gmniaghm from the  Somada LTER site 
m e t  as the LmR Climate Goarrrrittee do r e v i w  the 

Professor s f  Oeo@erphy, University of 
Gokarado, Boulder, C 8 ;  and Research 
t"jetecrrokogist, eweeta Bydrolcogig: Laboratory, 
Forest Service, U.S.  Department of A@iculture, 
Ottos HC. 

research mb sup mderstading o f  climate 
variability a d  ecosyedm responses of the LmR 
s i d e s ,  The discussions reported i n  the ovesvim 
chapter coneluded tha t  recornition and u t i l i z ad im  
s f  time mid space scales are keys do mdersdmding 
response phenomena. 

The papers in t h i s  volme represent a variety 
of ecosystem, envisomends, m d  approaches t o  our 
topic. This variety represents one sf the riches 
of the LTER prow-, although it m & e s  
sdmdarbizakion and generalization difficult. Z"ke 
volme starts wi th  infomation ffrrrrrr three forest 
si tes, Federer exmines the record at the gubbard 
Brook Experimental Forest in Mew H q c b i r e  in 
order to deternine whether real variation i n  the 
climate can be deduced from existing records. A 
pwer$'.riH statistical techique, the Z-T extre~e 
event  malysis, is emplayed by S w i f t  and others t o  
deternine the wiqueness, or r e tu rn  period, of 
extreme eveado in st remf lm md pi-ecipidat ion 
data from the eweeta Hydrologic Lhoratory in 
North Carolina, Viereek and Adms i n f e r  ef fec ts  
06 climate warning on vegetation patterns from 
data on spatial variation in microclimate and 
related plant s'~%ceessional development at the  
Bwaza Creek Experimental Forest, 

Aquatic ecosyatms were represented by the 
North Inlet South Carolina cznd the Northern L a k e s  
Wisconsin LmR si tes,  Miehener md others shwi 
impacts 06 chronic and acute climate events upon 
the estuary ecosystem md how the scale of 
climatic variability affects productivity. This 
paper was written before the North, Inlet site was 
severely impacted by Murricane Hugo in September 
1989, A t  the Wisconsin side, Robertson 
demonstrates h m  historical data for fresh-ader 
bakers can be used as a measure of longer tern 
climatic ehmge. Psedoatinantly agrieuLturaL 
Iklzrdscapes were arldressed by Wendlad md by Crm, 

arkzes the history  and quality of 
Illinois weather s b s s m a l i ~ n s  that supported the 
fomes Illinois Rivers E"65SR site, Grm fomd 
little or no indication of climate change i n  100- 
year temperature a d  precipitation recr>r& and w m  
able to relate corn yield do =ids 
precipitation at the Eiellicrgg Michigan LTER site. 

Three sites represented landscapes where 
extreme climates limit vegetatiozl cover, 
Breealmd deserihw a marked variation in the 
temperature and precipitation record on the alpine 
tundra ad the Niwot Ridgdreen Lakes Valley 
Colorado site, but this variation was not well 
correlated to obvious ecosystem responses, In 
contrast, Kittel reports that elisate variability 



in the shor tps s s  steppe eeosystm at the  Cwtral 
Plains Expesiae~Lal Rage site in Colorado is well 
related to eeosystm fmction. The final site 
gaper, by Bayden, describes hm stom events at 
the Virginia Barrier Island site moue md refom 
coastal terrain md influenee veetation 
distribution. The latter point was a good 
d a o n s t r a d i o n  of tihe contrislst between dime a d  
space scales, which mst be recomizd in m y  
attemd Lo relate climate variability Lo ecosystem 
respcmse, 

Greenland, D. 1986, Stmderrdized meteorological 
measuseatents for Long-Tern Ecological Research 
sites, Bulletin of the Ecological Society of 
heriea, 67(4):275-277, 

Greenlad,  D , ,  ed, 1989, The climates o f  the Long- 
Tern Ecological Research sites. Occasional 
Paper H d e s  44. Boulder, CQ: University of 
Colorado, Institute of Arctic and Alpine 
Research. 81 pp, 

S w i f t ,  iGl0J.Q W e ,  Jr.; Ragsdale, Barvey 31. l9%, 
Meteorological data stations ad long-tern 
ecological research sites, In: Hutchison, B,  
A, ;  Ricks, B e  B .  , eds* The forest-atmosphere 
interaction: proceedings o f  the  forest 
envi roment  measurements conference; 1983 
October; 8& Ridge, TH. D, Reidel Publishing 
Compmy, gp, 25-37. 



C W G E ,  PERSISTENCE, AYD ERROR 

IN THIRTY YEARS 

OF HYDROMETEDROLBGICirZ, DATA 

1 i AT HUBBARD BROOK- 

2 /' 6 ,  Anthony Federe? 

Abstract.--Daily precipitation, air temperature, an3 solar 
radiation data have Seen collected on the Hubbar6 Brook 
Experimental Forest, Rew Hampshire, fo r  over 30 years, A 
tradeoff occurs between cost  and accuracy. Various 
instrument errors can make real climatic variation difficult 
to detect, Periods of above or below ''normal" temperature 
or precipitation persist for up to several years, but their 
ecosystem effect is probably s l i g h t ,  Rare hurricanes cause 
the greatest ecological response to any weather events- 

Keywords: Temperature, precipitation, solar radiation, 

INTRODUCTION 

The Hcbbard brook Experimental Forest (HBEF) 
in New Warpshire is a recent a d d i t i o n  to the 
Long-term Ecosystem Research (LTER) aerwork, 
but its weather records and its research history 
extend f o r  more than 30 years, Only in t he  
Last couple  o f  years has the  Hubbard Brook weather 
record been organized sa a computer in such a 
way that Long-term analysis is relatively 
simple, 

la t h i s  paper I will examine possible 
long-term change or variaticn in the  Hubbard 
Brook record, to see whether real variation can 
be separated from errors, The possible effects 
o f  climatic v a r i a t i o n  on t h e  ecosystem are 
b r i e f l y  d i scussed ,  

The differences among weather, climatic 
variation, and climate change are differences of 
t i m e  scale, The climate o f  a place i s  u s u a l l y  
def ined  in terms of means over a 30-year p e r i o d ,  
Climate change, therefore ,  takes place over 
decades; r~ea the r ,  on the o t h e r  Rand, over days  
to weeks, This leaves open the question of 
1-ihether a drought or col6 period o f  several 
to many nanths shoulc! be c o n s i d e r e d  as weather 
or climate, Though I would prefer such phencmeaa 

1 / 
- Presented at the LTER Climate ComitCee 

Workshop cn Climate Variability and Ecosystem 
Sesponse, Nederiand, CO, August 22-23, 1988. 

L'~rincipel ?4etearclogisf ,  DSDA F o r e s t  Service,  
Mertbeastern Forest Experiment Sta t ion ,  P-0, 
Box 640, Durham, MB 03824 

to be classed as weather variation, the term 
"climatic var ia t ion"  i s  isnow ccimon%y used for 
such phenomena t ha t  5ave time scales of months 
to several years. 

Var i a t i on  or Zrror?  

Most of us know, when we read an instrument, 
t h a t  the  reading may be slightly incorrect. With 
weather instru~ents and data analysis, there are 
several sources of error, some of which can be 
confused with climatic variation and even 
climate ehenge, 

Mistakes are hunian-induced by misreading 
or miscopying, If they are large enough, they 
may be caught by eye or by a computer program, 
but ssnaLler ones w i l l  always exist and will be 

merged in with the  randomness inherent in 
weather data, Modern eLectrsnhc data coihecrion 
systems may be able  to eliminate mistakes. The 
effecc of randcm mistakes on analys is  of climatic 
variation and change I s  p r o b a b l y  n e g l i g i b l e .  
Bowever, persistent mistakes thac bias d a t a  
cou ld  be i n t e rp re t ed  as rea l  v a r i a t i c n ,  

Other sources of error are more i q o r t a n t  
when evsluating climate variation, Secsor 
ca l ib ra t ions  change, sensors are replaced, 
instrunent exposure changes or instruments are 
moved, and precessing procedures change, Esch 
o f  these error sources causes apparen t ,  but n o t  
real, long-rerm variztian i n  t h e  aata. I will 
poin t  out several poss ib l e  instances in t he  
Hubbard Brook data set. 

There is l i t t i e  question about  how to 
minimize such errors in weather data, W i t h  
enough equipment and technicians (i*e- 



money), highly accurate and complete data could 
be produced. But at ecological research sites, 
our main objective is not data collection but 
research, We must decide on the tradeoff between 
accuracy and cost. We must decide what sort of 
error rate or amount is tolerable, At Hubbard 
Brook over 30 years, the demand for or use of 
weather data, aside from watershed precipitation, 
bas been minimal, though not quite non-existent, 
We have put a great deal of effort into 
collecting some data that have never been used, 
Concern for error reduction is wasted on data 
that will not be used, 

BUBBAB-I) BROOK HISTORY 

The Hubbard Brook Experimental Forest was 
established by the USDX Forest Service 
(Northeastern Forest Experiment Station) in 
1955, HBEF is a single, oval-shaped basin of 
3,160 ha located in the Vhite Mountain National 
Forest of central New Hampshire (Fig. I), Basin 
elevation ranges from 222 to 1,015 m e  HBEF 
is drained from west to east by Hubbard Brook, 
which has many similar-sized tributaries on 
opposkng south-facing and north-facing slopes, 
The area was selected specifically for small 
watershed research; stream gages were built on 
eight of these tributaries between 1956 and 1967. 
The gaged watersheds range in area from 12 to 
76 ha, Three of them have been treated by 
cutting the 30-year-old northern hardsjood 
(beech-birch-mapie) forest that covers virtually 
all of HBEF. 

Ins trurentat ion 

Collection of precipitation and air 
temperature data began imediately after 
establishment of KBEP. Openings were cut in 
the forest to eliminate tree crams above a 45O 
angle from the precipitation collectors, The 
network density sf s~andard rain gages is about 
I per 20 ha; P h  are on adjacent south-facing 
watersheds 1-6, and 9 are on the adjacent 
north-facing warersheds 7 and 8. Weighing 
recording gages are located at five of these 
locations, and hggrothsrmographs in standard 
weather shelters are at three of them (plus one 
at Headquarters), All gages are mounted high 
enough to clear up to 2 m of snow, and are 
equipped with Alter-type windshields, Each 
weather shelter also includes maximum, m i n i m u m ,  
and standard thermometers, 

Electric Line power and telephone 
comunications have never been available anywhere 
at HBEF except ac Headquarters, AIL 
precipitation, streamflow, and temperature 
recorders are spring-wound or battery operated, 
Spring-wound analog recorders have proven very 
reliable for year-round operation in the -30 to 
+40'6 environment, Visitors to Eubbard Brook 
are usually surprised by our " p r i m i t i ~ - e 7 '  
approach to kydronezeorolcgical data collection, 
The fundamental reasons for t h i s  are a philosophy 
that ?refers to spend available n;oney on 
research rather than on data collection, and a 
belief that inexpensive mechanical systems are 
more reliable than expensive electronic ones, 

Hubbard Brook 

+ weather stn. 

F igure  I.--?lap of the Hubbard 1Srr.ck Experimental Forest 
showing rain gage and weather station locations. 



Data Processing 

Data processing, on the other hand, has 
changed drastically over time. In the 50's and 
early 60's, all data were picked from charts by 
eye and tabulated manually using rotary 
calculators. In 1964, we began digitizing 
streamflow charts and processing data by computer, 
Over the years, we have used six different mainframe 
and mini computers (GE-265, IBM 1620, IBH 360 ,  
DEC- 10, PRIME-750, and DG-MV~O~O) .2/ Our Fortran 
programs migrated rather easily. Input and 
output data were stored for many years on punch 
cards. Now, most of our streamflow and 
meteorological data are stored on magnetic 
tapes in ASCII files; this method has been 
chosen because it moves easily to new mack-lines. 

Precipitation and temperature dara continue 
to be read from charts by eye, but are 
processed by computer. Only daily total 
precipitation and daily maximum and minimum 
temperatures are obtained routinely. 

In early years, when the amount of data was 
less and labor was cheap, every data point and 
every calculation was checked by a second 
person. Now computer programs catch only 
the grossest errors. There is certainly a 
possibility that our random error rate now 
is higher than it used to be. 

Headquarters-Weather Station 

At Hubbard Brook, we emphasize what happens 
on the gaged watersheds. The foot of the 
lowest and closest of these is 3 km away and 
200 m higher than our Headquarters (HQ) office. 
Though a weather station has been maintained 
at Headquarters, data from it have not always 
been processed. For instance, we have miles of 
unprocessed charts from a tipping bucket rain 
gage, and from an anemometer and wind vane. 
Headquarters data provide neither complete nor 
representative values for weather on the gaged 
watershed areas. This raises a question of 
which weather station or stations to use as a 
climatic standard for BBEF. 

A weather station meeting LTER Level 2 
standards was established at HQ (where power 
is available) in 1981. A variety of problems 

?/The use of trade, firm. or corpsration 
names in this publication is for the 
information and convenience of the reader. 
Such use does not constitute an official 
endorsement or approval by the U.S, Department 
of Agriculture or the Forest Service of any 
product or service to the exclusion of others 
that may be suitable. 

have beset this system, and there are many gaps 
in the record. For example, a week was lost 
once when I forgot to push the ON button. 
Sensors, tape recorder, and data logger all fail 
occasionally. Lightning daraage has been frequent, 
though we keep trying to inrprove protection. 
Repair and maintenance of this station has not 
had top priority. Although the daily data that 
it produces have sometimes been used, there have 
never been any requests for its hourly data. 

Data hount and Availabil= 

Data piles up over the years. About one and 
a half million values are now contained in the 
routine hydrometeorological data set at 
Hubbard Brook (Table 1). And each of these 
has a time and location attached to it. Yet, 
we still get requests to "send us all your 
precipitation and streamflow data!" 

Our philosophy has been to provide this data 
to anyone who requests it. We have recently 
established the Hubbard Brook Bulletin Board. 
Anyone with an MS-DOS microcomputer and a 
modem (300, 1200, or 2400 baud) can obtain 
many of the files containing this data by 
calling 603-868-1006 outside of normal working 
hours. Routine or long-term data from many 
cooperating scientists in the Hubbard Brook 
Ecosystem Study will gradually be added to the 
Bulletin Board. Data are provided to users in 
exactly the same ASCII files that are produced 
by the scientists. 

SOLAR RADIATION 

Daily total solar radiation has been measured 
at Headquarters since 1960. Se ors have 9 7 included successively a Belfort- pyranograph, 
a Weather Pleasure pyranograph, and two LiCor 
pyranometers. The pyranographs were calibrated 
occasionally against a Kipp pyranometer. 
Averaging the pyranograph charts by eye over 
2-hour intervals provides good daily totals. 
For the LiCor sensors, the manufacturer's 
calibration has been used and hourly integrals 
are obtained by the data logger. Comparisons 
among the various sensors generally have shown 
differences of less than 5%. 

The scatter of data by day of the year shows 
two problems (Fig. 2). A few data points 
exceed the potential insolation but are not 
obvious errors and have not been eliminated. 
Second, the midsumer araximum daily values are 
only 80-85% of potential, though 90% would be 
expected for clear days. The site horizon is 
elevated up to 15O in the northeast and northwest 
by nearby trees. These trees have been growing 
gradually taller, and presumbly reducing daily 
solar radiation gradually, especially in sumer. 
Should we cut down the trees or move the sensor? 
Or would that destroy any usefulness the 



Table 1.--&proximate amount of raw hydrometeorologicd data at NBEF 

Number of Days per Values per Number of Nurnber of 
Pears Year Day Stations Values 

Precipitation 3 0 x 365 x 1 x 22 - - 241,000 
Temperature 30 x 365 x 2 x El - - 1 10,000 
Streamflow 30 x 365 x 8 x 8 - 701,000 
HQ Weather Station 7 x 365 x 24 x @/ z 368,OOCi- 

1,420,000 

1/6 values per hour 

Figure 2. --Scatter plot of daily solar radiation. (MJ/~~) 
at HBEF versus day of the year, for 1360-87. Curve is 
potential insolation for a flat horizon. 

long-term record might have for detecting 
real change in radiation? 

Missing values were estimated through the 
1960's using National Weather Service data from 
several stations in New England. That network 
no longer exists. Since 1981, the pyranograph 
provides a backup instrument, To obtain 
annual totals, values for a few missing days 
in each year had to be guessed. Haw much 
effort should be put into estimating such 
missing values? 

The annual radiation over 1960-87 has no 
long-term trend (Fig. 31, but several deviations 
may be instrument related. Are the 3 low 
years, 1967, 1968, 1969, real, or was the 
Belfort instrument calibration changing before 
its replacement? Are the low 1986, 1987 values 
due to the second LiCor sensor? Without 
considerably more effort in calibration and 
cross-checking of sensors, it is doubtful that 
such a record could detect long-term change, 
such as that caused by increasing haze or 
cloudiness. 

AIR T m P E W U R E  

Air temperature data begin in 1957 for HQ and 
Station I ,  in 1961 for Station 6, and 1965 

for Station 14. Which station or stations 
should be used to look at long-term trends? 
Averaging over several stations reduces the 
effect of any errors and the effect of 
geography in any one station but shortens the 
record. The number of stations included in an 
average cannot change over time or a bias will 
be introduced, 

From an ecological viewpoint, daily maximm 
and minimum values contain more information 
than the daily mean. The average diurnal range 
and the normal extreme temperatures can be 
important to injury and survival of plants and 
animals. Similarly, seasonal differences are 
also important, The variation over years of 
average minimum and maxilntsm temperatures for 
winter (December, January, February) and sumer 
(June, July, August) provides a reasonably 
comprehensive picture in a small amount of space 
(Fig. 4). There is no evidence for gradual 
change and the year to year variations appear 
random. Only the sharp increase from winter 
1981-82 to 1982-83, from sumer 1982 to sumer 
1983 suggests some abnormality such as an 
instrument problem. Because year-to-year 
variation is high, and errors are possible, 
evidence for climate change should not be 
looked for in records for a single location, 
even over a 30-year period. 
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Figure 3.--Annual s o l a r  r a d i a t i o n  (W/m ) a t  HBEF f o r  
1960-87. Arrows show t i m e s  of sensor changes. 

5 1  SUMMER MIDI. 1 

n 
2E = 0 WINTER M A X .  L a  

W ...-.- +-.- ,,+rt*. *.*'..**-...~----.-.-*- '9. 
' *. 

(CJ \,*.-.I. . -'* ..... 
d 
0: 
g-10 
4 

Figure  4.--Average summer (June, July, August) and winte r  
(December, January,  February) maximum and minimum d a i l y  
temperatures  f o r  S t a t i o n s  1, 6 ,  and HQ a t  HBEP, 1961-89. 

The d e v i a t i o n s  of i n d i v i d u a l  s t a c i o n s  from 
t h e  averages descr ibed  above may be  p a r t l y  
due t o  fns t runren~ c a l i b r a t i o n  (Fig .  5 ) .  The 
hygro thermgraphs  are c u r r e n t l y  r e a d j u s t e d  and 
r o t a t e d  annually i n  spring, In e a r l i e r  t imes ,  
an ins t rument  stayed i n  the same l o c a t i o n  f o r  
several t o  many years, Standard and max-min 
thermometers a r e  read weekly a t  each weather  
s t a t i o n ,  bu t  t he  hygrothermograph d a t a  are not  
c o r r e c t e d  t o  agree  c l o s e l y  with t h e  thermometers. 
In  general, w e  have expected that e r r o r s  of 
ti°C were l i k e l y ,  The analysis f o r  t h i s  paper  
of year-to-year variation within a s t a t i o n  
shows a range of about Z°C (Fig. 5). The sudden 
sharp drop i n  S t a t i o n  f summer m a x i m u m  from 
1970 t o  1971 is  s u s p i c i o u s ,  but  is not  evident  
i n  t h e  summer minimum, The 1969 w i n t e r  d a t a  f o r  
S t a t i on  L are a l s o  suspect, For o the r  y e a r s  o r  

statkons, a b r u p t  changes do no t  occur ,  b u t  
gradual  shifts of s t a t i o n s  wi th  r e s p e c t  t o  
each o t h e r  do occur ,  For i n s t a n c e ,  win te r  
temperatures  a t  Station 6 were about  106 
h igher  than S t a t i o n  34 in t h e  e a r l y  record ,  
bu t  were about  the same a f t e r  t h e  m i d  1970%. 
Watershed 4 ,  i n  which S t a t i o n  6 i s  located, 
w a s  s t r i p  c l e a r c u t  i n  1970-74. It is  
tempt ing  t o  a t t r i b u t e  some change t o  c u t t i n g ,  
bu t  such change i s  not  obvious,  W e  have 
s t r o n g l y  discouraged i n t e r s t a t i o n  comparison 
of t empera tures ,  because of this lack of 
accuracy ,  Y e t  t h e  general o r d e r  of temperatures  
from highest t o  ioriiest--BQ, S t a t ion  1, Sta t i on  
6 ,  Sration 14--is i n  the  expected i n v e r s e  
r e l a t i o n  t o  elevation, HQ and Station 14 d i f f e r  
by about  3% i n  m a x i m u m  temperature, and by 
470 m i n  e l e v a t i o n ,  j u s t  what i s  expected from 
the lapse rate, The d a t a  may be b e t t e r  than 
we think. 
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Figure 5.--Deviation by station of summer and winter maximum 
and minimum temperatures from the average values in Figure 
4. 

Persistence 

Ecologists customarily use monthly or 
annual averages to evaluate abnormality in 
weather, butthis ignores or discards the 
important information contained in the daily 
values. If July was l°C above normal, does 
that mean that each day was l0C above normal 
or that a few days were m y  degrees above 
normal? If a summer is characterized as "hot", 
what does that really mean in terms of 
distribution of tentperature over time? 

In work with tree rings in the Northeast, 
I first began looking at accumulated deviation 
of daily mean texrperature from its normal, I 
was struck by the apparent persistence for 
months of below or above normal periods, and 
by the abrupt transitions from one "regime'g 
to another. Station 1 at Nubbard Brook shows 
such behavior over its 31 years (Fig. 6). In 
such a plot, also used by Barry (1985), positive 
slope indicates above normal conditions and 
negative slope below normal, 

On a year-to-year time scale, below 
normal temperature persisted from mid-1964 to 
early 1968, and from early 1980 to late 1982, 

Conditions were generally above normal from 
early 1968 to early 1976, and from late 
1982 to early 1985.. A comparison with 
regional weather data used in our tree-ring 
studies shows that these persistence regimes 
are regional in scope. 

On a month-to-month time scale, regimes 
occur with a persistence of several months 
(Fig. 7). November 1969 through April 1970 
was almost uniformly below normal, The use 
of daily data shows that transition between 
these regimes can be very abrupt, and can 
often be pinpointed to a particular day, The 
intensity of the persistence regimes is noe 
great. Regimes of about I'C above or below 
normal are most common, with few extended 
periods reaching more than z06 difference 
from normal. 

Time series analysis of this data yields 
nothing more than a lag 1-day autocorrelation 
of about 0.5. The series is Pike taking two 
steps in one direction and sliding back one 
before deciding randomly on the next direction 
and step size. Persistence of the type shown 
here is characteristic of a random walk, or lag 
1 autocorrelation, Nonetbeless, it is tempting 
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Figure  6.--Accumulated d e v i a t i o n  of d a i l y  mean temperature 
f o r  S t a t i o n  1 from i ts  normal f o r  t h a t  day of t h e  y e a r ,  f o r  
1957-87. 

F igure  7.--Accumulated d e v i a t i o n  of d a i l y  mean tempera ture  
f o r  S t a t i o n  1 from its normal f o r  t h a t  day of t h e  y e a r ,  
f o r  1967-71. 

t o  b e l i e v e  t h a t  t h e  t r a n s i t i o n  from one regime 
t o  ano ther  i s  forced  by r e g i o n a l  o r  even 
g l o b a l  weather  p a t t e r n s ,  such a s  j e t  s t ream 
movemeat (Blackmon et  a l .  19771, t h a t  may be 
produced by E l  Nino Southern O s c i l l a t i o n  
ep isodes ,  o r  North P a c i f i c  s e a  s u r f a c e  
temperature anomalies (Namias e t  a l .  1988), 
which have s i m i l a r  p e r s i s t e n c e .  

PRECIPITATION 

P e r s i s t e n c e  

P e r s i s t e n c e  behavior  occurs  f o r  
p r e c i p i t a t i o n  a s  w e l l  a s  f o r  t empera ture  (Fig.  8). 

The "normal" p r e c i p i t a t i o n  f o r  a  g iven  day of 
t h e  y e a r  needs t o  be smoothed because t h e  
a c t u a l  v a l u e s  have l a r g e  day-to-day v a r i a t i o n .  
W e  used a cubic  smoothing s p l i n e  wi th  a c u t o f f  
of 50 days.  The accumulated d e v i a t i o n  tends  
t o  go upward r a p i d l y  and i n  b i g  jumps, due t o  
i n d i v i d u a l  l a r g e  s torms,  and come downward 
more s lowly ,  Because of t h e  skewed d i s t r i b u t i o n  
of d a i l y  p r e c i p i t a t i o n ,  normal t ime series 
modeling cannot be done. 

The 31-year record  f o r  Watershed 1 shows 
a s i n g l e  below-normal per iod  from l a t e  1960 
through mid-1966 ( t h e  well-known n o r t h e a s t e r n  
drought ) ,  and above-normal c o n d i t i o n s  from e a r l y  
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Figure $.--Accumulated deviation of daily precipitation for 
Watershed 1 from its smoothed normal for that day of the 
year, for 1957-87. 

1972 through mid-1978 (Fig. 8). The magnitude 
of deviation in the persistent regimes is on 
the order of 30 mm from normal. per month, or 
about 30%. 

Station Differences 

Daily data from individual standard 
rain gageshave not been entered onto the 
computer before 1965, so longer-term 
comparisons can only be made on a watershed 
basis. Both double mass comparison of one 
watershed with another and plotting of 
deviations from means show various, mostly 
unexplained, blips and kinks in the data, I 
have looked for one specific effect here. 
The cutting of Watershed 4 in 1970-74 altered 
the three rain gages in it so that they were 
in the open rather than in openings. Watershed 
4 precipitation does seem slightly reduced 
in the period 1972-77, and then drifts 
upward (Fig. 9). Tke reduction is only 
about 2% and may be meaningless. There is 
a slight tendency for Watersheds 1 and 3 
to drift domward while 6 and, recently, 4, 
drift upward. There is no obvious reason for 
such drift to exist. The data are dependent 
only on standard rain-gage catch, so no 
sensor or calibration error is involved. 
Exposure change by tree growth around the 
opening is possible; the openings are 
occasionally enlarged to compensate for 
ingrowth at the edges. Vegetation within the 
openings is cut only every several years. 
Should we put any more effort into examining 
these possible drifts and correcting for 
them? 

ECOSYSTEM EFFECTS 

Weather Variation 

Weather variation has many effects on a 
forest ecosystem, These effects are often 
understood qualitatively, but are poorly 
quantified. We believe that drought reduces 
tree growth, but cannotl specify bow much. We 
know temperature affects photosynthesis and 
respiration, but cannot relate growing season 
temperature to net primary productivity. 
Recently I tried to relate ring widths of red 
spruce in New England to physiologically-based 
weather variables, with no success (Federer et 
al. 1988). Red spruce seems to be affected 
more by injurious winter conditions than by 
summer conditions (Johnson et al. 1986). But 
quantifying the weather conditions that cause 
winter conifer injury has proven elusive. 
Similarly, weather is known to affect outbreaks 
of pathogens, but quantification and modeling 
of the interactions are in their infancy. In 
general, we know that the variations in weather 
discussed in this paper affect the ecosystem, 
but we cannot say by how much. 

Most effects of weather and climate 
variation on ecosystem processes are complex 
and non-linear. But many analyses of the 
relationships assume simple linear additive 
responses to monthly precipitation and mean 
temperature. The question of whether the 
available data is appropriate to the research 
problem is often avoided. For instance, 
precipitation data, or even Palmer drought 



YEAR 

Figure 9.--Ratio of annual precipitation on each watershed 
to the mean of watersheds 1, 3, 4, and 6, for 1964-86. 

index, are not good substitutes for 
soil-water deficits in terms of drought effects. 

With respect to knom Hubbard Brook 
history, the single weather event with the 
most impact on the ecosystem was probably the 
Mew England Nurricane of September 21, 1938. 
Enough trees were uprooted to induce the USDA 
Forest Service to carry cut salvage logging in 
the Hubbard Brook basin. This was the only 
severe weather-related disturbance since 
the area was heavily cut prior to 1920. 
Iiiurricanes and local wind storms cause both 
regional and local disturbmce at irregular 
intervals. However, treethrow mounds are 
common at Bubbard Brook; treethrow provides 
both soil mixing and seedbed for certain 
species. 

Sire is another weather-related event 
with potentially severe ecosystem impact. Fires 
that burn surface litter are fairly commn in 
northeastern forests in early spring, These 
have some effect on nutrient cycling. Only 
one such fire, of a few ha, has occurred in 
the last 30 years at Hubbard Brook. More 
severe crown fires are very rare, with 
prehistoric return periods of hundreds of years, 
but ecosystem impacts obviousPy would be 
severe. 

Climatic Variation and Change 

Climatic variation, as evidenced by 
persistence in the temperature and 
precipitation records, occurs essentially 
coatiauousLy at Hubbard Brook, Periods of 
months to years occur with temperature 1°C 
above or below normal, or precipitation 30% 
above or below normal, Such persistence may 

favor certain species of plants or animals 
over competing species, but demonstration and 
quantification of such cause and effect would 
be quite difficult. 

The 30-year weather record at kiubbard Brook 
is too short to detect climatic change if 
climate is defined by a 30-year mean. Climatic 
change is very difficult to detect in any event; 
elaborate examination of many studies and data 
sets has not been able to prove the existence of 
a CO -induced warming trend (ELLsaesser et al, 
1986f. Looking for climate change in data 
sets from LTER sites is futile. Nevertheless, 
climate change has and will affect Hubbard 
Brook. Iiubbard Brook is at the temperate 
forest-boreal forest ecotone. Climatic 
temperature changes of a couple of degrees C 
m y  greatly change the ratio of spruce-fir to 
northern hardwoods and, thereby, the 
structure and function of the wholeecosystem. 
Changes in the ecosystem itself m y  become 
evident leng before the weather data can 
prove that the climate has changed. 

Although excluded from this paper, changes 
in the chemistry of the atmosphere may have 
greater effects on the  ecosystem than changes 
in physical weather and climate. Acid 
precipitation, ozone and SO Levels, and 
heavy metal deposition can 8e considered part 
of weather and climate in their Larger sense. 
Acid precipitation and related air pollution 
have certainly increased considerably in 
the northeastern United States aver the past 
100 years, Xore recently zt Hubbard Brook, 
sulfate input in precipitation has decreased as 
regional sulfate emissions are reduced (Likens 



et al, 1984). Lead deposition to the forest 
floor also has decreased recently. The 
ecosystem impacts of these pollutants therefore, 
have been partially reversed. The chemical 
climate at Nubbard Broak probably is changing. 
The impacts via acidification of soils and 
water and eonsequent ecosystem effects are 
receiving considerable attention at f-fubbard 
Brook and elsewhere. 

CONCLUSIONS 

Climatic data collection and processing has 
changed almost incredibly over the past 30 
years. We cannot predict what the next 30 
years will bring, but need to expect more 
great changes. 

In spite of the electronic age, mechanical 
weather sensors may still be more reliable 
than hi-tech equipment unless funds are made 
available for a full-time electronic technician 
and data analyst, backup equipment, and careful 
calibration. 

For temperature and solar radiation, if 
not for precipitation, weather variation, 
persistence, and climatic change may be 
difficult to separate from error. Replication 
of sensors and systems can help. 

%ere long-term records already exist, it 
may be better to continue with existing 
instruments, methods, and exposure than to make 
changes that will alter long-term mean values. 

There is a tradeoff between accuracy of 
weather data and costs. Where ecological 
research is the top priority, weather data 
should not be expected to detect climatic 
change. 

Ecological systems may be affected more by 
occasional extreme events than by 
long-term changes in mean weather or climate, 

Our knowledge of the quantitative relations 
between weather and ecosystem processes lags 
far behind our ability to collect reasonably 
good weather data, We should be spending 
much more money and time on research and 
maybe much less on instrumentation, 

Many people have contributed to collection and 
processing of Hubbard Brook weather data: 
Vincent Levasseur, Don Buso, and Wayne Martin 
deserve special recognition, 
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APPLICATION OF TIEB Z-T EX EVEm MALYSIS 

USLfJ[G GOWEETA S m M F W  MID P~GIPITATIOEa DATA1 

Lloyd W. Swift, Jr., Jack B, Waide, and David L. White2 

Abstract.-- A technique for dro&t or flood analysis, 
after Zelenhasie and Todorovie, promises to improve the 
definition of both duration and ~rtamitude of extreme flow 
events for river-sized basins. The technique has been 
applied to a smaller basin at the Cmeeta LTER Site using 
both stremaflow data and a longer precipitation record. 
This report illustrates the technique and describes needed 
adjustments to apply the method to stream-sized basins. 

Keywords: LTER, drought, duration, recurrence interval. 

Long-Tern Ecological Research (LTER) sites are 
=dated to sponsor research in five core areas. 
One core area deals with natural and hman-caused 
disturbances and their impacts on ecosyst 
For most sites, comon natural disturbances are 
driven either by short-tern meteorological events 
such as stoms rand droughts or by long-tern 
climate episodes. In either case, the researcher 
wants to be able to state bow an apparently 
unique event or trend fits with past experience. 
In hydrololipy, traditimal analyses of extreme 
value data are based upon flow malfnitude md 
often use only the most extrme annual event 
(Chow 1964, Section 81). These analyses yield 
little infornation &ouL duration of the event 
and imore other unusal but less extrae events 
falling within the sme year, Duration is 
incorparated in the Palmer Drought Index, but the 
ability to deal with probability of return 
interval is not. Zelenhasi& and Salvai (19871, 
who extend work by Todorovih and ZelenhasirS 
(1970), illustrate a lnethod that considers the 
entire data record md aPlws statseme~nLs to be 
made about the recurrence intervals of both the 
ra;a@itude m d  duration of etn extrme event. 

Presented at the LmR Workshop on Climate 
Varidility m d  Ecosystm Response, Au$ust 21-24, 
1988 at Niwot RidgeGreen Lakes LTGR Site, CO, 

' Research Meteorologist, Cmeeta E;yrlrologic 
Laboratom, Otto, E,, Principal Research. 
Ecologist, Forest Mydrolom hboratow, Oxford, 
M ,  m d  Bcologist, Soutbemtern Forest Experi~ent 
Station, Cl-sm, SG, all Forest Service, U.S. 
Departme~t of Agriculture, 

Their illustration is based on a 8 800 000-ha 
river basin. We propose that the method can be 
applied to smaller basins if certain refinements 
in technique are made which allow for greater 
responsiveness of strems compared to rivers. 

Our application of the 2-T method seeks to 
describe the southeastern drought of 1985-1988 and 
its simificmce to the Southern Appalachian 
Mountains and the Coweeta LTER site. Questions 
appropriate to the drought disturbace are: how 
dry was this period? how long did it last? and how 
does it rank with other droughts on record? In 
order to apply the 2-T method, we had to detemine 
whether the technique could function with data 
from a smaller (approximately l/lO,OOOth) basin 
and whether the technique could be used with 
precipitation data. If the latter were feasible, 
the period of record could be doubled to over 100 
years and comparison of the 1925 and 1986 droughts 
would be possible. 

C0RC6PT OF TIE Z-T NETBOD 

For drou&ts, the Z-T method analyzes deficit 
events created by dividing a continuous streaflokr 
record into periods of unusually low flow 
alternating with periods of all hiber flw rates. 
The separation is made around a derived ffw 
reference value, Q,. A sequence of deficit and 
interdeficit E l m  periods may contain intervals 
of namal flw that are separated by short, saall 
deficits. Likwise, an extended 1 
Bay contain periods isahen flow rates are 
Lernporarily above Q,. mese minor excursions 
above or belm Q, are culled from the walysis by 
averaging tha into the adjacent flow periods, 
Statistical tests for validity and serial 
correlation are applied to the resulting set of 



lmgwt &fieits md Gurves are fittd do the 
t i v e  relative frequencies o f  the  deficits 
ir duratims. From these fits, r 

intemals are calmladed for the most e x t r e e  
event 8 .  

Z-T PWBDUfZE: 

*m daily stremflm values for Cmmta 
Watershed 8 (WS08) from $muam 1936 through 
Becder l9@ grovidd the data for the 
sLremP%w test o f  the  laedkod. Watershed 8 is a 
forested heahater b ~ i e  of 760 ha dra in ing into 
the  L i t t l e  Tennessee River. E4em mnual 
precipitation sf 1988 nnmr is evenly distributed 
through the year, and flow averagm 1164 EBB per 
year, 

A11 daily 61m values f o r  @weeta WSQ8 were 
r a k e d  in descending order withat regard do 
date;  8, is the value oeasring at the  ""rf* 

percent internal, POP this work, Q, was selected 
as the Elm rate rmked just mder 90 percent of 
all larger daily sdremflors values, Mmthly Q,, 
values were also selected by r a k i n g  daily flaws 
separately by months, Q,,may be appropriate f o r  
slwly cklmging date but responsive or flashy 
strernrnts may r eq i r e  a Q,, or even larger referenee 
value, The periods of consecutive days when flow 
was belm Q,  are the deficit events (Fig~re P). 
The required data Ssr the  f o l l w i n g  malyses are 

f TRUNCATION OF A FLOU SERIES 

Fimrcrt: I.--Separation of a period of stremf1.0~ by 
Qr i n t o  flw defieit events, 

the  durations of' these deficits (T) a d  the 
period sms sf the differences between Q, and 
r ~ o r d e d  f f ow f D )  , 

The seasmal. cycle sf slree,anflw suggersts that 
l o w  Slm is relative; a level that is uusually 
low i n  the spring wet season might be a moderate 
l e v e l  for %Ire fall season, Using a single Q, for 
the whole year eonfines most deficits to the 1. 
flw season (see days 270-310 in Fi$ure 2). 
Bweverp rn 111twical1y l w  flw,. such as occurred 
in the spring of l9B, could have siffnifkcant 
imact upon sdrem soloqfy, To inelude such 
eadaes, a separate @,,was ealeulialed m d  applied 

t o  eeseh aomdb's fPw data; thereafter, deficits 
were identified in all! seasons. Becsue a smootlr 
trmsititcln B s t w e ~  monk-b W- not possible when 
adjacent monthly Qw were quite different, a cume 
w m  fitted to the monthly Q,  and reference values 
calm%ad& far each ds;y s f  the year, Fiffure 3 

Fimre 2,--Daily stremffw for Gmeeta W08 fo r  
1985 shming reference values for  mnual a d  
monthly Qsa* 

compares the distribution sf deficit periods in 
1986 derived by the three Lwes of Q ,  md suggests 
Ghat the extra efhirrt needed t o  apply daily 
valv~~ing Qp was not justified by these data, 

The chronologic series of daily stremflm was 
trmsfomed by subtraction i n t o  excess flws &ove 
8, and deficit fPms belcvw Qre Each mbroken 
series o f  defieit days was 
deficit event with duration 
deficit (deviation from Q,) 

6 ,  E m - f P w  periods m w  be 

W4.Y 0, 
-2 
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Fimre 3.-Average f lm for deficit and inter- 
defieit periodf3 in l986 as separated by mnual, 
nonthly, and daily vaqing  Q,. 



~ c t l x a t d  by short evatep of f P w  dove t h  
re-feremce value, wually c a w 4  by S~QL~I[IE; that 
briefly raise strremflcrsu but have no lwting 

g dr0~h-I; conditions. The 
these brief 

adjiacent deficit pri& 
tha t  effectively fmctiw m a single event, The 
r u l ~  fir cdining -re: /I)  the magraitude of 
the a c w s  had to be less tkm the &solute value 
of each sf tke adjacent deficits, md (2) the 
&solute a m  of the t w o  deficits had to be 
@eater Ghm t h r e  . t i m e  the mmitude of the 
e x ~ s s .  duration of the c o d i n 4  deficit 
event was the sarnn o f  the three durations m6 the 

lative deficit w w  the algebraic s m  of the 
excess md trvcl deficits, Iterative p w s w  were 
made L h r o d  the series o f  alternating deficit 
a d  excss  events mtil no hr- lhes  minor excess 
events met the criteria for  csm82.ining. W drought 
period extending throwkr the  end of the  year was 
listed r9s falling in the year containing =ore 
thm half of the duration. Pa the event of m 
even split, then the drought period was listed in 
the year having =re thm half of the deficit. 

Me believe that the s m e  iterative process 
also should be tased to eli~ginate minor deficit 
events, The furrction fit to the emulative 
relative frequency, to be described later, was 
sensitive to the rider of vem small events, 
The goal was to obtain a list sf separate md 
independent events dram from the %mest LO 
percent of flms on record, From this, lists of 
drou&d duration events md drought nramitude 

lative deficit belw the Q, value) events 
beeme the data points for the malytieal steps, 

Statietica~ Tests 

Several tests were applied do ensure that the 
selected deficit events were independent$ 
identically distributed rarrdom variables, First, 
a chi-rsguhlre test deterrained whether the 
distribution of the nmber of droughts in each 
year differed from the disLributiom of a dime 
dependent Poisson process, Then the list of 
deficits md the list of durations were each 
tested t o  ensure that  the events were not 
serially correlated wds th8d the lists did not 
include rms of consistently inereaing or 
decrewing valluers, Finally, the drought deficits 
were rank&, the drought durations were rtmked, 
and the correlation betwmr r m k  nders for each 
eve~t w m  test4 to eonfim that both seasuses o f  
drowbt severity raked the sme events in 
essentially the s m e  order, 

The rider of drau&ts each year should fit 
the Poisson distribution. For this test, we 
calculated the overall. me= azmual rider of 
deficits md comted the n d e r  06 years having 
0,1,2,..,k deficits each, For each class, k ,  the 
e-cted frequency was crrPeulaLed 

V = total rider of years, 
N, = memn mnual n-er of deficits, md 
k = class internal of 8,2,2, . .*  deficits/year. 

The stea of F',,, * k t equal the total rider 
of deficits. If tfne s m  of (Fobs - F,,,)2JF,,, 

across all k aslass- w w  1-s tha Lhe chi-s-we 
value for the rider of classes minw 2, the list 
of selwted deficits was ju&& to not differ fro= 
the Poissm distribution, 

Serial correlation w w  test& on the 
chronological list of deficit mamitudes a d  on 
the  List sf durations, Three correlations were 
calculated fir each L i s t :  (2 )  each event with the 
event f s l lm ing ,  (2) each event with the second 
fo l lming ,  md (3) emh eveat with the third 
fo l lwing ,  For a serial correlation calculation 
o f  two  offset seqaenees of the smn  diada, we U B ~  

the  varimce of a l l  events i n  the denominator 
rather than the usual product-momend fornula, If 
a l l  s i x  correlations were n o n s i m i f i c a t ,  then the 
lists o f  deficits and durations were judged to be 
acceptably free o f  serial correlation, If not, 
then we started over, revising our rules for 
culling minor events do effect more combining sf 
adjacent drought periods, Alternat ively ,  
selecting a larger @,may reduce serial 
correlation for some b t a  sets,  

s Lest detemined whether the 
chronological lists of deficits or durations 
contained trends or c~rcles, Each list was 
searched for ~ o u p s  sf sequential values t h a t  
famed rms o f  increasing or decreasing mamitude, 
Runs may consist of' single values t h a t  reverse the 
previous and succeeding trends. Adjacent pairs of 
identical values w e r e  considered part  sf the sme 
run If r is the wmber of suns and n is the 
t o t a l  nmber BE values in the list, then the 
parmeter for  8 t-test i s  approximated (Sokal and 
Rob16 1969, pg, 628) by 

where most lists would contain ensugh events to 
Lest against d,,, = L.96, If t, was neater tkm 
1.96 ~znd the n11~)be~ of rmS W88 I@#, the t ~ t  
suggested a systematic t r end  or bias in the list, 
If the nmber  s f  rms was high, cycles in the data 
were suspected, 

The two Lists of deficits and dusatims were 
individually rmked md r m k  nmbers assigraed do 
the drought events in ez?@h I k s t ,  Thus, my 
particular &ought event might have different r m k  
nmbers for  i d s  deficit md its duration. The 
correlation bedween these pairs of rmk nmbers is 
a measure o f  GPne consistency of the data, 
Zelmhwib nnd Salvai (1987) fomd that reclueing 
Q, incse-4 the rmk correlation, Bi& 
correlation w w  not  required for the frequency 
maljrsis bud wcruld be spa imortmt criteria i f  the 
rwulds  o f  this tsllalysis -re used to constmct a 
syrathetic drought series, 

%e end probuiet of this malysis is the 
recurrenee intervals of %Ire largest drought events 
bas& upon the deficits selected md tested by the 
preceding stc3fls, To calculate recurrence 
intewals we r v i r e d :  the  lists of deficits (B)  
a d  durations (T),  each rmked in ascending order; 
the Gotax n d e r  o f  droughts (N); the Bean annual 
nmber of d r s a b d s  IN,); md the values of the 
= e m  deficit (I),) a d  mean duration (T,) . The 



rw, dwcribed below f o r  
the list of def ic i t s ,  were applied a l so  t o  the  
list of durations. 

l a t i ve  re la t ive  frquency (CW) w a s  
calculated by dividing the  rank number of each 
def ic i t  by the  t o t a l  n w e r  of drougMs+l; CRF 
therefore approached 1.00 fo r  the very largest  
def ic i t .  The expected dis t r ibut ion fo r  CRF is 

where D was each value from the list of def ic i t s .  
The Kol~l~>gorov-Smimov goodness of f i t  test 
(Ostle 1963, pg. 471) was used t o  ver i fy  that  the 
&served CRF w a s  not siifnifictvntly different  from 
the expected dis t r ibut ion of CRF. For 
acceptance, the m i m m  difference between CRF,,, 
and CRF,,,had t o  be l e s s  than the 8-S p a r a e t e r  
of 1. 36/(N)Iiz f o r  the 0.05 level.  Instead of 

0 20 40 60 80 100 
Deficit ( area mm ) 

Figure 4.--Observed points and expected curve fo r  
cumulative re la t ive  frequency of Cmeeta WS08 
streamflow def ic i t s .  

calculating a l l  possible differences t o  f ind the 
, one could se lec t  the  most l ike ly  range 

of values from graphs drawn t o  visually ver i fy  
the f i t  (Figure 4).  I f  the  dis t r ibut ions were 
not different ,  then the  formula fo r  the expected 
CRF could be used t o  represent the observed data. 

Because reczlrrence interval  is usually s ta ted 
in  years, we calculated the dis t r ibut ion function 
of the largest  annual de f i c i t ,  which is an 
extension of the function fo r  CRF,,,, as 

where N , w a s  the mean number of de f i c i t s  per year 
and I) was as in  CRF,,,. The goodness of f i t  of 
t h i s  frequency dis t r ibut ion also could be 
ver i f ied by tes t ing  the =ax 
between the F,,, and a s e t  o 
re la t ive  frequencies recalculated front an 
abbreviated list, omitting lesser  def ic i t s  f o r  
years having more than one. The recurrence 
interval 

was calculated for  the largest  def ic i t s .  Also, 
the estimated def ic i t  fo r  a selected return 
interval  w a s  calculated as: 

D,, = -DM t In[ - ln( l  -1/RI) / N,] . 

ILLUSWTION OF TEE Z-T W m D  

Table 1 lists the  44 Bsaugbt periods selected 
from Watershed 8 dai ly  flow records for  the 53 
years frosln 1936 t h r o u b  1988. Droughts were not 
defined i n  29 of the years. The distribution of 
droughts per year and two variations on the  
Poisson calcufation a r e  s in Table 2. The 
first set of col s produce a chi-square sum m c h  
larger than the c r i t i c a l  value of 9.49 fo r  6-2=4 
classes a t  0.95 probability. Ostle (1963, 

ds codin ing  classes in  cases 

Table 1,-Guweeta Watershed 8 drougkt periods 
based upon a Q,truncation applied t o  dai ly  flows 
in  area-m for  1936-1988. 

Year Julian Date lrur Def Rank GRF Expected CRF &-exp 
Begin Wid End T D T D T D T D T D 

He30 &ration = 36.68 days Blaxiw deviation : ,129 .207 
k a n d e f i c i t  = 9 . 6 4 ~  
W r  of years = 53 
W r  of droushts = 44 



such as this where small counts and high chi- 
square values invalidate the test. The 
recalculation in the right side of Table 2, with 
3 or more deficits per year in the final class, 
yields a chi-square under the critical value of 
5.99. Thus, the distribution of droyfhts per 
year is judged to not differ from the Poisson 
distribution. 

Table 2, --Test for fit of n&er of drswhts per 
year to the Poisson distribution. 

Class Ewwted Ottservd %5xp 
k years years 

- Observed a-Exp Chi-Sq 
years 

Table 3 gives the results of the serial 
correlation tests on drought duration and 
deficit. All values of r are small. The runs 
test coafims the cotlclu%isn that neither the 
duration nor deficit lists are serially 
correlated. Each list contains 28 runs, thus the 
t-value by the approximate fo la equals -0'37, 

Table 3.--Serial correlation (r) tothe third level 
for drought durations and deficits. 

Level M Duration Deficit 

s for duration in days (T) and 
deficit in nrra (D) in Table 1 were each ranked in 
ascending order, The correlation between the two 
rank nlugbers for each drought was 0.84. At this 
point, the lists sf selected droughts had met all 
the statistical tests and remsrence intervals 
could be detenained. 

lative relative frequencies (GRF) of 
durations and deficits were calculated by 
dividing rank nmbers by 45 (Table I), Based on 
the m e n n  nmber o f  droughts, 0.83 per p a r ,  the 
expected GBZF and the difference between observed 
md expected CRF were calculated. The largest 
deviation in durations was 0,129, well belm the 
Eolaaogorov-Smirnov criteria of 0.205 for 44 
observations, Bmever, the largest deviation of 
deficits from the exgected distribution was jut 
barely albove the %T.-S criteria, Fiwre 4 shows 
the result of this borderline fit in the mid- 
rmge of GRF Eos drought cEeficids. The penalty 
for a we8142 fit, a8 seen belm, was an outrageous 
estimate of recurrence interval for the most 

extreme drought. Table 4 gives the estiraatd 
recurrence intervals for the eilffit aost extr 
droughts. Althowh w e  resisted accepting the 
remrrence intervals estimated for 1986, both the 
analyses and Figure 4 underscored the fact that 
277 consecutive days with strearnflow in the lowest 
10 percent of all recorded daily flows was a 
highly unusual event. Figure 4 swgests that 
reducing the number of small droughts would pull 
the curve for observed data closer to the 
estimated distribution. A quick recalculation of 
selected CRFs, after we arbitrarily culled the 
four smallest droughts, decreased both the 
observed and expected CRF and their difference in 
midrange and cut the recurrence interval for the 
1986 deficit in half. Zfsers of the Z-T method 
should seek to imrove the fit of the CRF 
distribution by experimenting with several levels 
of combining small events or by trying other Q, 
values. 

Ten different years accounted for all the most 
extreme drought events in the Cmeeta Watershed 8 
record. Table 4 lists the recurrence intervals 
for eight deficits and eight durations. Years 
1939, 1941, 1986, and 1988 ranked high in both 
lists. For the WS08 data, a 100-year drought was 
estimated to last 161 days and have an accumlated 
deficit of 42.5 m below the Q,, flow level. 

Table 4.--Estimated recurrence intervals (RI) for 
the largest drought events from 1936 through 
1988. 

Year Dur R I  Year Def R I 
days years rr years 

Climate histories of the Southern Appalachia 
Mountains place the last major drought about 1925, 
a decade before the beginning of the climate 
record at Cmeeta. A precipitation history began 
at  Nighlmds, NC, in Noveaaber 1877. This is a 
station in the U.S. Nistorical Cliaatoisl~y Network 
s f  the National Weather Service, 20.4 lan east of 
Cmeeta at the sme elevation as the upper portion 
of Watershed 8, The Z-T method was applied to the 
Ill-yeas Nighlmds record to deternine whether 
precipitation could be used to coBpare the 
severity of the 1986 drought with that of 1925, 

Because precipitation is an event phenomenon, 
daily values could not be used as was done with 
continuow stremflm data, men monthly totals 
were malyzed, almost all &rations were one month 
because individual stoms would interrupt and mask 
otherwise dry periods, Stremflow is the 



lative rerspotlse of paat pmcipitalion input 
and evapotranspiration. A8 a test to simlate 
the tielag nature of strrtmflw, we used far 
each monthly value of precipitation the moving 
averwe of that month and the preceding three 
months. This technique identified 69 droughts 
with durations of 1 to 7 ~onths, The 1925 
drodt wae identified by Righlands precipitation 
as the cfriest perid (Table 5)' Four of the 10 

Table 5.--Estimated recurrence intervals (RI) for 
the larsst drought events identified by Bighlmds, 
NC, precipitation data, 1878-1989. 

Year Deficit RI 
m years 

~ost extreme events occurred before the Cmeeta 
record began. Both the Highlands and Cmeeta 
precipitation records identify the mid-1950's as 
a more iqortat drought period than did WS08 
streamflow. Precipitation data certainly does 
not rank the 1985-86 period as the ntost extreme. 

CONCLUSIONS 

The Z-T method of drought analysis seemed 
complex as presented by Zelenhasib and Salvai 
(1987) with all the derivations. In application, 
the procedure is a series of logical steps and 
statistical tests to confirm that the data fit 
the assmed distributions. A purpose of our work 
was to determine whether the Z-T method could be 
applied to a fourth-order stream. We determined 
that the method could be used, but found that the 
responsiveness of our stream, compared to the 
large river, required careful selection of both 
the reference value Q, and the tecbiques for 
culling small events and coAining them into 
adjacent extended wet or dry periods. An 
unsatisfactory fit to the 
frequency distribution was purposely included to 
illustrate the imortance of obtaining a data 
series that fits the assmtions. 

A second purpose was to determine whether a 
longer precipitation record could be used to 
extend our interpretation of a 53-year streamflow 
record. Precipitation was not a perfect analog 
for stremflous, but this test showed that some 
form of timeaveraging of precipitation can 
simulate the storage and release characteristics 
of the watershed. 

it with previous events. This analyeis sh 
conclusively that duration m d  deficit of low 

were lmique in the 53-year stremflaw reeord 
of Goweeta Wershed 8. The lative effects of 
drought extended into 1988. Hmever, the 1939 
through 1941 period contained three separate 
drought periok that together 
severe i~npact on snomtain watersheds and 
ecosyst-. The exten recipitation record 
also identifim these drought sequences but 
rates the 1925 drought as having the greatest 
rainfall deficit. Diaries and n-spaper accounts 
report a dry period in the late 1800%, and this 
is supported by the Hig.frlands precipitation 
record. The lokl precipitation in 1954 does not 
apwar as a major stremffow drought. Although 
the May-through4ctober period in 1954 establish4 
the all-time mini== grorving season total for this 
station, average or above-average precipitation 
before and after these months apparently 
maintained soil moisture at levels sufficient to 
sustain streaanflou. This may suggest that a 
longer ~noving average time base would be 
appropriate for precipitation data wed to 
simlate streanrflm drought periods. 
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The third purpose of this application w a s  to 
describe the 1986 drought at Coweeta and compare 



VARIATION I N  MICROCLIWTE AbDMG SITES Am CHAHGES OF CLIEfATE 

WITH TIME IN BONANZA CREEK EXPERIMENTAL FOREST-I/ 

25' L e s l i e  A, Viereck and P h y l l i s  6 ,  Adams 

Abstract,--The microclimate i n  Bonanza Creek Experimental 
Fores t  v a r i e s  w i th  s lope  and a spec t  and wi th  t h e  s t age  of  
f o r e s t  succession.  Examination of  t h e  c l imate  record from 
nearby Fairbanks shows t h a t  t h e r e  has  been an increase  i n  
mean annual temperature s ince  t h e  mid-1970s. Climate 
warming would most l i k e l y  r e s u l t  i n  a s h i f t  i n  d i s t r i b u t i o n  
of  permafrost and e x i s t i n g  vegeta t ion  types  wi th  an 
expansion of t h e  more productive f o r e s t  types.  

Keywords: Boreal f o r e s t ,  t a i g a ,  permafrost ,  c l imate  change, 
Alaska, f o r e s t  succession.  

SITE DESCRIPTION AND VEGETATION 

The Bonanza Creek Experimental Fores t  (BCEF) is 
a 5045 ha research  a r ea  loca ted  approximately 20 
km west of  Fairbanks i n  i n t e r i o r  Alaska. The 
area  i nc ludes  a s ec t ion  of  t h e  Tanana River 
f loodpla in  a t  an e l eva t ion  of  approximately 120 
m and ad j acen t  uplands r i s i n g  t o  a r i dge  c r e s t  
of  470 m. 

Upland f o r e s t  types vary from highly productive 

of  balsam poplar  
white spruce  comprise productive f o r e s t s  on 
recent ly  deposited r i v e r  alluvium, where 
permafrost is absent;  slow-growing black spruce 
s t ands  and bogs occupy t h e  o lde r  t e r r a c e s ,  which 
a r e  under la in  by permafrost (Viereck and o t h e r s  
1983). 

"presented a t  t h e  Long-Term Ecological  
Research Workshop i n t o  Climate V a r i a b i l i t y  
and Ecosystem Response, Universi ty of  Colorado, 
August 21-23, 1989. 

~ r i n i c i ~ a l  P lant  Ecologis t ,  USDA Fores t  
Service,  I n s t i t u t e  o f  Northern Fores t ry ,  
308 Tanana Drive, Fairbanks, AK 99775; 
Research Technician, Fo re s t  S o i l s  Laboratory, 
School of  Agr icul ture  and Land Resources 
Management, Universi ty o f  Alaska, Fairbanks, 
AK 997175. 

Successional  co rnun i t i e s  a r e  dominant wi th in  
BCEF both i n  t h e  uplands and on t h e  f l oodp la in ,  
I n  t h e  uplands t h e r e  a r e  t h r e e  ages of  f o r e s t  
r e s u l t i n g  from w i l d f i r e s  i n  1983, 1915, and 
approximately 1800, The youngest, e a r ly  
success ional  s t ands  a r e  pr imar i ly  i n  t he  
herbaceous, shrub, and sap l ing  s t ages  of 
recovery (Foote 1983) ; t h e  middle aged s t a n d s  
(75-years-old), on upland s lopes ,  a r e  i n  a dense 
aspen and b i r ch  s t age ,  o f t e n  wi th  an understory 
of  whi te  spruce;  mature s t ands  a r e  of  white 
spruce o r  a mixture of  whi te  spruce and paper 
b i rch .  On poorly drained s i t e s  i n  t h e  upland, 
and on o l d e r  r i v e r  t e r r a c e s ,  f i r e  i n  black 
spruce s t ands  has  usual ly  r e su l t ed  i n  t h e  
reoccurrence of  black spruce s tands ,  al though on 
some sites black spruce has  been replaced by 
paper b i r c h  (Foote 1983), 

On t h e  f loodpla in  o f  t h e  Tanana River, e ros ion  
and silt depos i t ion  r e s u l t  i n  primary succession 
which begins wi th  willows and a l d e r s  and is 
followed first by balsam poplar  and then by 
whi te  spruce,  Following one t o  severa l  
genera t ions  of  white spruce,  t h e  f loodpla in  
sites develop permafrost and t h e  productive 
whi te  spruce s t ands  a r e  replaced by low 
product iv i ty  black spruce s tands .  

SYNOP?'IC REVIEbJ OF BCEF CLIMATE 

Climatic d a t a  reported here  come from the  
National Weather Service  observation s t a t i o n  a t  
t h e  Fairbanks In t e rna t iona l  Airpor t  ( l a t  . 64'48' 
N., long. 147'52 W. ) . The a i r p o r t  is on t h e  
f loodpla in  of  t h e  Tanana River approximately 20 
t o  25 km nor theas t  of  t h e  BCEF and a t  an 
e l eva t ion  of  132 rn, Data co l l ec t ed  a t  t h e  



airport are most representative of the climate 
of the floodplain section of BCEF. 

The climate of BCEF is strongly continental and 
is characterized by temperature extremes from 
-50 to  +35 OC. The region l i e s  within a rain 
shadow created by the Alaska Range, The 
physical barrier created by the mountains 
prevents the area from receiving precipitation 
from coastal storms and also resul ts  in rapid 
warming in winter as  "chinookm type winds flow 
down the north slope of theomountains. The mean 
annual temperature of -3.3 C a t  Fairbanks 
resul ts  in the formation of permanently frozen 
so i l s  (permafrost) on north-facing slopes and 
poorly drained lowlands. Thus the Forest is i n  
a zone of discontinuous permafrost (Ferrians 
1965) . A t  Fairbanks, strong temperature 
inversions occur 80 percent of the time during 
Decsmber and January, w i th  gradients as  steep as  
21 C/lOO m of elevation during periods of 
extreme cold (Benson and Rizzo 1979). July is 
the warmest month wi th  a mean daily temperature 
of 16.4 OC and January is theocoldest with an 
average temperature of -24.9 C. Because of its 
location a t  high lat i tude,  BCEF experiences 
extremes of day length and sun angle which 
resul t  in large differences in available solar 
radiation, A t  winter solstice, day length is 3 
hgurs, 42 minutes wi th  a maximum sun angle of 
1 421, while a t  sumer solst ice there are 21 
hours, 50 minutgs of sunlight and the maximum 
sun angle is 48 42'. Th i s  result2 in average 
daily solar radiation of2231 KJ/m /day in 
December and 22,375 KJ/m /day in June, 

The average annual precipitation a t  BCEF is 269 
mm. Most precipitation f a l l s  as  rain in the 
summer months, a resul t  of short-duration 
thunder storms and moist a i r  masses that move in 
from the Bering Sea. Approximately 37 percent 
of the annual precipitation f a l l s  as snow from 
mid-October through April and remains as  a 
permanent cover for  6 t o  7 months each year. 
Maximum snow depths, averaging 75 cm, are 
commonly reached i n  February and March, The 
water equivalent a t  t h i s  time averages 11 em, 
According to  the Thornthwaite (1948) 
classification the climate of BCEF is semiarid, 
mesothermal, w i t h  l i t t l e  or no water surplus, 
and temperature efficiency normal t o  warm 
microthermal ( D  C '2dc '2). 

VARIATION I N  MICROCLIPFlATE AI40K SITES I N  BONANZA 
CREEK EXPERIMENTAL FOREST 

Low sun angles, coupled w i t h  the continental 
climate, tend t o  make slope and aspect extremely 
important in the distribution of vegetation 
types, Permafrost also exerts strong controls 
over vegetation distribution by acting as  a 
barrier t o  so i l  drainage, thereby creating wet 
or waterlogged soi ls .  Presence or absence of 
permafrost is partially controlled by slope and 
aspect, These gradients of so i l  temperature and 
so i l  moisture are reflected i n  the distribution 
of plant c o m n i t i e s  and the productivity of 
forests  and, in turn, result in a wide array of 

microclimtic conditions within BCEF. The 
presence of permafrost on nortbfacing slopes, 
lower toe slopes, and old river terraces resul ts  
in sharp contrasts w i th  well-drained 
permafrost-free upland and floodplain soi ls .  
Consequently, sharp vegetation boundaries and a 
broad array of vegetation types are observed 
within close proximity t o  each other, Low 
productivity black spruce stands are formed on 
cold, wet permfrost-dominated so i l s  and 
productive white spruce and successional 
hardwood stages occur on warm, mesic s i t e s  
(Viereck and others 1983). The long hours of 
sunlight during the sumer months offset t o  some 
extent the shortness of the growing season, 
which averages 111 frost-free days. 

Although sharp contrasts exist among vegetation 
types on different slopes and aspects, a i r  
temperatures on opposing north- and south-facing 
slopes a t  the same elevation do not differ  
significantly (Slaughter and Long 1975). Soil 
temperatures do d i f fer  appreciably and, i n  
addition t o  resulting i n  the presence or absence 
of permafrost, greatly influence vegetation 
distribution, It has been shown that there is a 
good correlation between annual so i l  temperature 
sums and forest productivity (Viereck and Van 
Cleve 1984) , 

In order t o  obtain more information on the 
effects  of slope and aspect on microclinlates, 
vegetation distribution, and productivity within 
BCEF we examined some microclimatic features of 
four stands along a gradient from hot and dry t o  
cold and wet. These four stands were: ( 1 )  an 

pen-grassland wi th  sage brush 
Wil ld , )  on a steep (75 percen 

south-facing slope, (2)  a mature white spruce 
stand on a 25 percent south-facing slope a t  an 
elevation of 396 m ,  (3)  a mature paper birch on 
a 32 percent east-facing slope a t  381 m, and (4)  
a black spruce stand on a 30 percent 
north-facing slope a t  an elevation of 400 m, 

The following parameters were measured in the 
four stands during the growing season: a i r  
temperature a t  1,2 m i n  a standard weather 
shelter,  so i l  temperature a t  depths of 5, 10, 
20, and 50 cm, and so i l  moisture in the organic 
layer and a t  5 and 10 cn; in the mineral soi l .  
For comparison of s i t e s  we used cumulative 
degree days for a i r  and so i l  temperature, We 
present here a portion of the data collected, 
specifically for 1978 and 1979, which show some 
of the trends that  were apparent along the 
environmental gradient, 

In figure I ,  the monthly average a i r  
temperatures for the four s i t e s  are shown, 
Although there are some differences i n  extreme 
temperatures among the s i t e s ,  the average 
mntkly temperatures show very l i t t l e  
difference. Mean annual temperatures for  the 
four s i t e s  for the period April  1978 to  Nay 1979 
were: aspen -0.08, white spruce ~ 0 ~ 9 ,  paper 
birch -2.0, and black spruce -1.4 C ,  During 
the same period the mean annual temperature a t  
the Fairbanks Airport was -2.6 OC. Air 



Figure 1,--Average monthly a i r  temperatures f o r  
fou r  s t ands  i n  Bonanza Creek Experimental Fo re s t  
f o r  t h e  period Apr i l  1978 through March 197ge 

temperature degree day sums (based on 5 OC) a l s o  
show no major d i f f e r ences  among t h e  fou r  s i t e s  
and Fairbanks . 
S o i l  temperatures d id  r e f l e c t  s lope  and aspect .  
Temperature sums a t  5 crn (based on 0 OC) f o r  
t h e  period Apr i l  1978 through September 1979 
ranged from 3966 a t  t h e  aspen stand t o  922 i n  
t h e  black spruce stand.  A t  20 cm, temperature 
sums were 2393 a t  t h e  aspen stand and only 539 
i n  t h e  black spruce s tand,  O f  t h e  four  s tands ,  
only t h e  black spruce s tand was underlain by 
permafrost, I n  f i g u r e s  2 and 3 s o i l  
temperatures a r e  shown f o r  t h e  fou r  s i t e s  f o r  20 
crn depth. 

S o i l  m i s t u r e  a l s o  showed l a r g e  d i f f e r ences  
among t h e  sites, I n  t h e  s t eep ,  south-facing 
aspen s tand,  during an extended dry period i n  
Ju ly  and August of  1978, s o i l  moisture i n  t h e  
mineral s o i l  l a y e r  remained below 10 percent  f o r  
over a month and reached a minimum o f  2 
percent ,  During t h e  same period s o i l  moisture 
was a t  20 t o  25 pereent  i n  t h e  white spruce 
s tand,  and 25 t o  60 percent  i n  t h e  b i r ch  stand,  
The mineral s o i l  i n  t h e  black spruce site 
remained frozen but  t h e  organic  s o i l s  overlying 
the  p e r m f r o s t  had a m i s t u r e  content  of  between 
446 and 700 percent  (based on oven-dry weight), 

It has a l s o  been shown t h a t  t h e  snowpack and the  
time of  snow melt d i f f e r ed  considerably a t  these  
fou r  sites (Slaughter  and Viereck 19869, 
Snowpack was deepest  on t h e  black spruce s i t e  
and r emined  near ly  a month and a ha l f  longer 
than a t  t h e  aspen s i t e ,  which was snow-free by 
t h e  end of  March. 

Figure 2.--Monthly average s o i l  temperatures a t  
20 em depth f o r  four s t ands  i n  Bonanza Creek 
Experimental Fores t  f o r  t h e  period April 1978 
through March 1979, 

Figure 3.--Soil temperature sums (based on O 'c) 
f o r  20 cm depth i n  four  s tands  i n  Bonanza Creek 
Experimental Fores t  f o r  t h e  period Apri l  1978 
through 1'4arch 1979. 

CHANGES I N  MICROCtIE48TE WITH SUCCESSIONAL 
CHANGES 

1. Upland Secondary Succession Following F i r e  

There a r e  s i g n i f i c a n t  changes i n  s o i l  
temperatures with time i n  both upland and 
f loodpla in  succession. I n  previous s t u d i e s  (Van 
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Figure  4.--A. Fo res t  succession fol lowing fire 
on upland south-facing s lopes  i n  BCEF, Numbers 
i n  boxes r e f e r  t o  " turn ing  pointsff  t o  be s tudied  
under t h e  LTER program, B, S o i l  degree day sums 
and organic l a y e r  th ickness  f o r  t h e  seven 
success ional  s t a g e s  i n  12a (modified from Van 
Cleve and Viereck 1983). 

Cleve and o t h e r s  1980, Van Cleve and Viereck 
1983) we have shown t h a t  one r e s u l t  of  f ire i n  
spruce s t ands  i n  i n t e r i o r  Alaska is warming of 
t h e  s o i l  p ro f i l e .  This  increase  i n  temperature 
r e s u l t s  from a removal o f  t h e  moss and dead 
organic l a y e r  and a change i n  t h e  su r f ace  
albedo. These changes i n  t h e  s o i l  su r f ace  allow 
f o r  more absorption of  hea t ,  F igures  4A and 4B 
i l l u s t r a t e  success ional  s t a g e s  of  t h e  f o r e s t  
fol lowing f i r e  on south  aspect  s lopes  wi th  
corresponding changes i n  organic l a y e r  th ickness  
and s o i l  degree day sums, A s  f o r e s t  succession 
develops fol lowing fire,  t h e  organic l a y e r  on 
t h e  f o r e s t  f l o o r  a l s o  th ickens ,  and s o i l  
temperatures gradually decrease.  A s i g n i f i c a n t  
turn ing  poin t  i n  t h e  successional  sequence is 
t h e  establis-nt  of  feathermosses on t h e  f o r e s t  
f l o o r  under spruce. The in su l a t i ng  e f f e c t  of  
t h e  feathermosses r e s u l t s  i n  lower s o i l  
temperatures, and i n  black spruce s i t e s ,  t h e  
reestablishment of  a shallow thaw l a y e r  ( a c t i v e  
l aye r )  above t h e  permafrost. I n  our  LTER study 
we w i l l  examine s o i l  temperatures and s o i l  
moisture a t  t h r e e  c r i t i c a l  po in t s  i n  t h e  
success ional  sequence leading  t o  t h e  development 
o f  productive white spruce s tands  i n  t h e  uplands 
of  BCEF, These a r e  ( 1 ) ea r ly  succession,  
t y p i f i e d  by t h e  coloniz ing  spec i e s  which a r r i v e  
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Figure 5,--A, Fo res t  succession on t h e  
f loodpla in  o f  t he  Tanana River, Numbers i n  
boxes r e f e r  t o  ?Iturnitag pointsgi t o  be s tudied  
under t h e  LTER program. B, S o i l  degree day sums 
and organic l a y e r  th ickness  f o r  t h e  twelve 
suscess ional  s t a g e s  i n  13a (modified from Van 
Cleve, Dyrness, and Viereck 1980). 

w i th in  5-10 yea r s  fol lowing f i r e ;  (2) 
mid-succession turn ing  poin t ,  charac ter ized  by 
t h e  s h i f t  from aspen and b i r ch  t o  spruce 
dominance wi th  t h e  establishment of  t he  
feathermoss l a y e r  on t h e  f o r e s t  f l o o r ;  and ( 3 )  
l a t e  succession,  represented by a mature white 
spruce stand with a well developed organic l a y e r  
( f i g u r e  4A). 

2. Primary Succession o f  t h e  Tanana Floodplain 

Simi lar  t r ends  i n  s o i l  temperatures wi th  time 
have been shown f o r  t h e  successional  sequence 
t h a t  develops on t h e  f loodpla in  of  t he  Tanana 
River fol lowing t h e  depos i t ion  of  new sand 
bars .  Twelve s t a g e s  o f  f o r e s t  development on 
t h e  f loodpla in  have been described (Viereck 
19899. The sequence begins with t h e  
e s t a b l i s w n t  o f  willows on recent ly  deposited 
alluvium, proceeds through an a l d e r  shrub s t a g e  
t o  a balsam poplar  s t age  which, i n  turn ,  is 
slowly replaced by s tands  of  white spruce, A s  
f ea themosses  develop beneath t h e  spruce canopy, 
t he  organic l a y e r  increases  i n  th ickness  and 
s o i l  temperatures become lower ( f i g u r e s  5A and 
5B). I n  l a t e r  s t ages  t h e  white spruce is 
replaced by black spruce and permafrost develops 
i n  t h e  s o i l s .  A t  10 cm depth i n  t h e  s o i l  t h e  
degree day (DD) sums decrease from approximately 
1500 DD i n  e a r l y  s t ages  t o  480 DD i n  t he  black 
spruce s tands ,  



In the LTER study we w i l l  examine changes in 
so i l  temperature and other microclimatic factors 
a t  four c r i t i c a l  points. These are (1 )  newly 
colonized a l luvia l  deposits, wi th  young willows 
and herbs; (2)  dense w i l l o w  and alder stands in 
transition t o  closed balsam poplar stands; (3)  
decadent balsam poplar intermixed wi th  
canopy-height white spruce and a developing 
feathermoss layer; and (43 mature white spruce 
stands with intermittent permafrost, 

LONG TERM RECORDS ANI) CLIMTIC VARIABILITY 

Climatic data used for  examining long term 
trends were obtained from the National Weather 
Service s tat ion a t  the Fairbanks International 
Airport because there are no long term climatic 
records from BCEF, Climatic records for  
Fairbanks go back to  1907 but a rel iable record 
extends back to  only 1917. However, several s i t e  
changes since 1917 make analysis of long term 
trends suspect, Two papers in a recent 
symposium on the effects  of climate changes in 
Alaska (Bowling 1984, Juday 1984) analyzed long 
term climatic records from Alaska. Both authors 
showed tha t  1970-1980 has been warmer than 
previous decades for  much of Alaska, but neither 
presented conclusive evidence about whether the 
changes are  cyclic or indicate a significant,  
long-term warming trend. Most models of 
predicted climatic change resulting from the 
"greenhouse effectft  predict greater warming a t  
northern lat i tudes than a t  middle latitudes. 
Recently, Bowling has presented information 
which show that  winters in Fairbanks have 
well above the 30-year average since 1975. Pen 
She also has shown that  the mean annual 
temperature of three c i t i e s  in Alaska has been 
above average for  the same period. 

The mean annual temperature for  Fairbanks for  
the 70 years of the rel iable record, 1917 t o  
1987 is -3.1 OC, close t o  &he 30-year average 
from 1951 t o  1980 of -3.3 C. In contrast the 
mean annual temperatuge for  the decade 1979 
through 1988 is -1,8 C. I f  the warming trend 
of the past decade continues, the new 30-year 
average, from 1961 t o  1990, w i l l  be considerably 
higher than the previous 30-year average. 
Although the increase in mean annual tegperature 
may be small, because it is close t o  0 C it 
could have significant effects  on permafrost 
distribution and subsequently on vegetation. 

kfe have analyzed the National Weather Service 
climate records from the Fairbanks International 
Airport from the year following the l a s t  s i t e  
change, 1951 through 1988, Data se t s  of average 
annual temperature were created to  examine 
temporal variation. Annual temperatures a t  the 
Fairbanks Airport from 1951 t o  1988 are quite 
variable wi th  a standard deviation of 1 6 2  
around a mean of -3.0 OC. The linear trend over 
t h i s  time period indicates an increase of 0.06 

  air banks Daily News Miner, Sunday, January 
17, 1988. 

Figure 6,--Average yearly temperatures a t  the 
Fairbanks Weather Service station for  the period 
1951 t o  1987 wi th  a f i t t ed  quadratic regression 
curve. 

OC per year while the quadratic regression curve 
f i t  t o  the annual temperatures shows a general 
increase in mean annual temperatures (f igure 
6). To further examine t h i s  trend, we subjected 
t h i s  data s e t  t o  smoothing techniques, Unlike 
regression, smoothed data points are derived 
only from nearby points, and remove the 
influence of a single extreme value, These 
smoothing algorithms are described by Tukey 
(1977) and were applied as follows: repeated 
medians of 3 ( w i t h  end value smoothing), 
spl i t t ing peaks and valleys, spl i t t ing peaks and 
valleys again, the Hanning algorithm, and 
medians of 3. Smoothing was done by means of a 
SAS macro program (SAS Ins t i tu te  1985) written 
by Janet Nelson a t  the Forestry Sciences 
Laboratory, Portland, Oregon, The time ser ies  
plot of t h i s  smoothed curve (figure 7)  shows 
that the average yearly temperature has 
increased since the mid-1970s. Some of t h i s  
increase may be due t o  building construction and 
other human ac t iv i t ies  around the airport which 
has resulted in the extension of the Fairbanks 
"heat island" t o  the airport environs in recent 
years (Bowling and Benson 1978) , 

We also created data se ts  of mean temperature 
values for  winter months and for s m e r  months. 
Winter data consisted of temperatures for 
December, January, and February and surmr data 
included June, July, and August. These data 
s e t s  were subjected t o  the smoothing techniques 
described above and plotted as  time series ,  
Plots of the average winter temperatures show a 
steady increase from a low in the l a t e  1960s 
(figure 8)  . The summer temperatures show l e s s  
variability than winter temperatures, with a 
noticable increase beginning in the mid 1980s 
(figure 91, 

Another long term record of interest  for the 
Bonanza Creek s i t e  is the record of ice break-up 
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Figure ?.--Average year ly  temperatures 
(smoothed) a t  t h e  Fairbanks Weather Service 
s t a t i o n  f o r  t h e  period 1951 t o  1987. 

on t h e  Tanana River a t  Nenana, about 50 km 
down-river from t h e  LTER f loodp la in  s i t e  ( f i g u r e  
10).  The exact  month, day, minute, and second 
of  break-up has been determined f o r  an annual 
gambling pool. The r i v e r  break-up seems t o  
i n t e g r a t e  a number of  c l i m a t i c  f a c t o r s  including 
seve r i t y  of  pas t  winter  and depth  of  winter  snow 
accumulation. I n  add i t i on ,  weather condi t ions  
during Apr i l  have a s t rong inf luence ,  making 
p red ic t i ve  modeling of  t h e  break-up d a t e  
d i f f i c u l t .  Although we have not  analyzed these  
da t a  f o r  t rends ,  during t h e  warmer period of  t h e  
l a s t  decade t h e r e  have been an above average 
number of  "earlyH (on o r  before  May 1 )  break-up 
da tes .  

PREDICTIONS OF CLIMATIC VARIABILITY AND 
ECOSYSTEM RESPONSE 

The p r inc ipa l  ob j ec t ive  of  t h i s  workshop was t o  
d i scus s  ways i n  which t h e  LTER ecosystems might 
respond t o  c l ima t i c  v a r i a b i l i t y .  I n  a previous 
paper, t h e  senior  au thor  and Van Cleve (Viereck 
and Van Cleve 1984) discussed t h e  poss ib le  
e f f e c t s  of  a predicted c l ima t i c  warming of 5 OC 
on t h e  t a i g a  ecosystems of  i n t e r i o r  Alaska. The 
following d iscuss ion  is l a r g e l y  derived from 
t h a t  paper, 

There a r e  a number of  poss ib le  scenar ios  t h a t  
might occur wi th  a c l ima t i c  warming i n  i n t e r i o r  
Alaska, bu t  we d i scuss  only two here: one i n  
which a mean annual increase  is spread 
throughout t h e  year  wi th  no change i n  
p rec ip i t a t i on ,  and a second i n  which most of  t he  
increase  i n  temperature is i n  t h e  winter  and and 
t h e r e  is an increase  i n  summer p rec ip i t a t i on .  
Most models p red i c t  an increase  i n  p rec ip i t a t i on  
along wi th  a temperature increase  a s  open water 
rep laces  sea i c e ,  Also, a warmer period i n  t h e  
northern Yukon Te r r i t o ry  between 11,000 and 
8,900 BP was reported t o  be a we t t e r  period than 

Figure 8,--Average summer (June,  Ju ly ,  and 
August) temperatures (smoothed) f o r  t he  
Fairbanks Weather Service s t a t i o n  f o r  t h e  period I 

1951 t o  1987, I 

present  ( Cwynar 1982 . 
A general  warming of 5 OC w i l l  probably have 
l i t t i e  o v e r a l l  e f f e c t  on t h e  spec i e s  present  o r  
t h e  composition of t h e  e x i s t i n g  p l an t  
communities i n  t h e  t a i g a  i n  i n t e r i o r  Alaska. 
Pollen records show no d i sce rn ib l e  change i n  
pas t  warmer and colder  periods ( t h e  warmer 
Hypsitherrnal and t h e  colder  L i t t l e  I c e  Age) f o r  
i n t e r i o r  Alaska (Ager 1975). Increased 
temperatures would, however, most l i k e l y  change 
t h e  d i s t r i b u t i o n  of  vegetat ion types.  

Higher summer temperatures wi th  no change i n  
p r e c i p i t a t i o n  would l i k e l y  increase  t h e  
frequency of na tu ra l ly  occurring wi ld f i r e s .  
This  i n  t u rn  would increase  t h e  proportion of  
t h e  vegetat ion i n  ea r ly  s t ages  of  succession and 
decrease t h e  a r ea  of  mature s tands  of  white and 
black spruce. Paper b i r ch  would invade many of 
t h e  colder  sites now dominated by black spruce,  
With a change toward a warmer and d r i e r  c l imate ,  
an expansion of t h e  steppe-l ike g ra s s  type and 
aspen types  would be expected. The closed spruce 
f o r e s t  would expand a t  t h e  expense of  t h e  open 
f o r e s t  types  on wet s i t e s .  Open f o r e s t  types ,  i n  
t u rn ,  would invade some of t h e  bog s i t e s .  

One s i g n i f i c a n t  e f f e c t  of c l ima t i c  warming would 
be t h e  thawing of permafrost on some s i t e s  and 
an increase  i n  t h e  a c t i v e  l a y e r  th ickness  on 
o the r s ,  This  would r e s u l t  i n  t h e  expansion of 
f o r e s t  types  now found on permafrost-free sites 
and those  wi th  a t h i ck  a c t i v e  l aye r .  An 
increase  i n  s o i l  temperatures, e spec i a l l y  on t h e  
colder  s i t e s ,  would r e s u l t  i n  a more rapid  
turn-over of  n u t r i e n t s  and increased ecosystem 
product iv i ty  . 
It is more d i f f i c u l t  t o  p red i c t  t h e  changes 
r e s u l t i n g  from c l ima t i c  warming i f  t he re  is 
l i t t l e  change i n  summer temperatures but  an 



Figure 9.--Average winter (December, January, 
and February) temperatures (smoothed) for  the 
Fairbanks Weather Service station for the period 
1951 t o  1987. 

increase in precipitation. With an increase in 
precipitation the frequency of f i r e  should 
decrease; early successional stages of 
vegetation would decrease while mature 
vegetation types would increase. Increased 
sumer precipitation might also resul t  in an 
expanded moss layer w i th  a shallower depth of 
thaw on some permafrost s i t e s ,  resulting, in 
turn, in an expansion of open black spruce 
forests and some bog and fen types. On the 
other hand, increased precipitation could resul t  
i n  higher nutrient turnover and more biological 
activity in some so i l s ,  The overall trend would 
be toward higher forest productivity and larger 
standing crops of biomass and nutrients, 
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CLmTIC V A R m I  TEE4 RESPONSE: 

W, K. Michener, D, M, Allen, E. R. Blood, T. A, fiiltz, 
B.  Kjerfve, F. H. ~ k l a r ~  

Abstract. Small scale spatial variability in rainfall, seasonal 
changes in wind velocity and directionality, and hydrometeoro- 
logically induced intrusions of freshwater are characteristic 
features of the North Inlet Estuary. Precipitation resulting from 
hurricanes or tropical stoms is an integral component of the 
regional water balance. The 1986 drought was a regional scale 
phenomenon which significantly altered estuarine productivity. 

Keywords: Crassostrea vir~inica settlement, drought, fish 
cormunity structure, hurricanes, primary production, Spartina 
altemiflora, tropical storms, water budget 

The North Inlet marsh-estuarine system is 
located along the northeast-souhe- oriented 
coastline, 70 km northeast of Charleston, South 
Carolina. Research facilities are located on 
Hobcaw Barony (a 7085 ha tract of maritime forest; 
Fig. 1) 8 km east of Georgetown, SC. The primary 
research areas are a 2,630 ha high-salinity 
Spartina alterniflora marsh and 715 ha of tidal 
creeks and intertidal flats which are separated 
from the Atlantic Ocean by sandy barrier islands. 
The estuary is bordered on the west by loblolly 
and long leaf pine forests. Hydrographic 
characteristics include an annual average seasonal 
salinity range of 30 to 34 ppt (monthly mean 
salinities average 19 to 36 ppt), average channel 
depth of 3 nn, and a seasonal water teqerature 
range of 3" to 3 3 O  C). Wetland habitats include 
exposed and sheltered sandy beaches; intertidal 
flats and oyster beds; submerged macroalgal mats; 
sand, shell, and mud benthic habitats; shell 
middens; and bird rookery islands. At mean tide, 
Spartina alterniflora comprises 73.0 percent, 
tidal creeks 20.6 percent, oyster reefs 1.0 
percent and exposed mud flats 5.4 percent of the 
marsh-estuarine zone (Dame et al., 1986). More 
than 1200 ha of brackish and freshwater marshes 
border the Winyah Bay side of Hobcaw Barony. 

'presented at the LTER Workshop on Climate 
Variability and Ecosystem Response, Mountain 
Research Station, University of Colorado, August 
21-24, 1988, 

'LTER Project Investigators, Belle W. Baruch Figure I. Hobcaw Barony and the North Inlet 
Institute for Marine Biology and Coastal Research, Estuary (Rain gauges R1-R8; Haulover Creek, HC; No 
University of South Carolina, Colmbia, SC Man's Friend, W; South Jones Creek, SJ; Town 
29208. Creek, TC). 



The North Inlet temperate-subtropical climate 
is greatly influenced by the low elevation of this 
coastal site. Temperatures are moderated by the 
proxbity of the Atlantic Ocean and the Gulf 
Stream which produce both relatively higher 
temperature minima and lower temperature maxima 
than would be found farther inland. The mean 
annual temperature (1951-1980) is 18.06" C. 
Temperatures range from an average of 8.44" C in 
January to 26.94" C in July. Record high 
temperature was recorded July 10, 1977 at 4Q.5G0 C 
and record low of -11.67" C on December 11, 1962. 
The number of days with temperatures 32.22" C (90" 
F) and above average 45 per year and days with 
temperatures below 0" C average 35 days. The mean 
number of frost free days is 253, extending from 
mid-March to mid-November. 

Precipitation in the study area (1951-1980) 
averaged 130 cm per year (NOAA, 1985). Annual 
precipitation patterns are highly variable due to 
the episodic occurrence of frontal passages, 
tropical storms and hurricanes. Storm size and 
frequency for a given season are quite variable. 
Winter and spring are drier (20 and 21 percent of 
annual precipitation) averaging 4.8 and 4 storms 
per month, respectively. Fall is wetter (24 
percent of annual precipitation) with 4 storms per 
month. Summer is the wettest season (35 percent of 
annual precipitation) with the greatest variation 
in storm frequency and size being due to the 
frequent occurrence of tropical storms and 
hurricanes. On an annual basis, over 30 percent of 
the storms result in less than 1 cm precipitation, 
but comprise less than 5 percent of the total 
annual rainfall. Because of the high probability 
of tropical storms, the return frequency for 
storms >10 cm in 24 hours is only 2 years (Puwis 
and McNab, 1985). The average (1935-1986) water 
budget for Georgetown indicates a slight deficit 
(1 to 17 mm) occuring from April to August. 

North Inlet is the only tidal pass between the 
marsh-estuarine system and the ocean. Four smaller 
connections (South Jones, No Man's Friend, Sign, 
and Haulover Creeks) at the southern end of the 
system support tidal exchange with the Winyah Bay 
Estuary (Fig. 1). Despite its relatively small 
surface area (30 square miles) Winyah Bay has the 
largest estuarine drainage area in the 
southeastern US (9,511 square miles; Dowgiallo et 
all 1987). The primary water exchange occurs 
between Town Creek at North Inlet and the ocean 
(79 percent), but inputs from Winyah Bay occur 
during southwesterly winds and/or during high 
river discharge. Twenty-one percent of the water 
exchange in the North Inlet Estuary occurs through 
South Jones and No Man's Friend (Kjerfve et al., 
1982). Of that volume, 80 percent of the exchange 
occurs through South Jones (Kjerfve, 1978). Sign 
Creek flows into the lower portion of South Jones 
Creek. Haulover Creek is narrow and shallow, 
therefore, restricting flow to within a few hours 
of high tide (Michener and Allen, 1982). Exchange 
between the North Inlet and Winyah Bay estuaries 
is restricted and opposing tidal flows meet at 
relatively fixed nodal points under most 
conditions (Schwing and Kjerfve, 1980). 

Major factors affecting southeastern coastal 

environments include the recurrence of large 
rainfall deficits (droughts) and rainfall excesses 
(tropical storms and hurricanes). Precipitation 
conditions affect the water budget and primary 
production, as well as vertebrate and invertebrate 

ities. Objectives of this paper include 
examination of spatial variation in rainfall, 
ternporal variation in wind speed and 
directionality, hurricane frequency, and effects 
of moisture conditions on the water budget and 
primary production. We will characterize the 1984 
drought and examine its impact on oyster 
settlement and fish cornunity structure. In 
addition, we will examine the conditions which 
lead to intrusion of Winyah Bay waters into the 
North Inlet Estuary and the related changes in 
nutrient availability. 

METHODS AND MATERIALS 

Meteorolonical Data 

Real-time monitoring and archival of 
meteorological conditions at North Inlet have been 
implemented with a meteorologic system designed by 
the Climatronics Corporation and software 
developed in-house. The Climatronics system is 
designed to measure, transmit, and store wind 
speed, wind direction, air temperature, barometric 
pressure, solar radiation, precipitation, water 
level, water temperature and water conductivity 
data. The system is comprised of a 10 meter 
aluminum tower, individual sensors, mainframe 
with power supply and modem, a multiplexing 
recorder, and a microprocessor-based cassette data 
acquisition system. The software scans, edits, 
reformats and summarizes these data by hour for 
subsequent archival, The meteorological station 
was deployed June 1982 at Oyster Landing dock in 
Crab Haul Creek (Fig. 1). 

Belfort Universal Series gauges (model #5-780) 
were used to record rainfall amounts (inches) at 
various locations on Hobcaw Barony (Fig. 1). All 
gauges were situated with at least a 45 opening in 
the forest canopy above the gauge, Six gauges (Rl, 
R2, R5, R6, R7, R8) recorded data from 1978 
through 1982. 

Water Budget Calculations 

Water surpluses and deficits, determined from a 
monthly water balance, are fundamental to the 
comprehension of important hydrologic variables 
such as flood duration, runoff rates, soil 
moisture changes, and freshwater inflows to bays 
and estuaries. The water balance components 
developed by Thornthwaite and Mather (1955) 
provide quantitative estimates of these variables 
in a form that can be easily compared with 
biological or chemical processes occurring in a 
watershed, There are seven components in the 
Thornthwaite and Mather water budget: (I) 
potential evapotranspiration, PE; (2) soil 
moisture storage, ST; (3) actual 
evapotranspiration, AE; (4) precipitation, P; (5) 
deficit, D;  (6) surplus, S; and (7) runoff, RO. PE 
is defined as the maximum amount of 
evapotranspiration that would be possible if the 



soil surface was covered by vegetation and there 
were no soil moisture shortages within the root 
zone. PE estimates are calculated from the 
empirical relationships between air temperatures, 
daylight hours, and the heat index (mornthwaite 
and Mather, 1957). 

Calculations of surpluses and deficits were 
based on the daily temperature and precipitation 
data for the Georgetovm weather station supplied 
by John Purvis at the Office of State Climatology. 
The North Inlet temperature data were taken from 
the Climatronics meteorological system at Oyster 
Landing. Precipitation at Oyster Landing was 
measured daily at 10:OO am with a standard Belfort 
5-700 Series rain gauge. The sandy soils along the 
coastal regions are generally well drained and 
were assumed to have very high soil moisture 
storages (16 inches). 

Nutrient Data and Winvah Bav Intrusion 

Water samples are collected daily at 10:OO am 
(eastern standard time) from one foot below the 
surface at Clambank Creek and at Oyster Landing 
adjacent to the meteorological station. Samples 
are transported imnediately to the laboratory. 
Approximately 200 ml of each sample is filtered 
through precombusted Whatman GF/F glass fiber 
filters. Ammonia and nitratelnitrite are preserved 
with phenol and mercuric chloride, respectively, 
stored below 4" C and analyzed within two weeks to 
minimize loss due to sample storage. Aliquots for 
total nitrogen and phosphorus were frozen in 
digestion tubes and stored separately. Ammonia, 
nitrate/nitrite, and total N and P were measured 
by automated colorimetric tests with a Technicon 
Autoanalyzer I1 or Orion Scientific Autoanalyzer 
System. Ammonia was determined by the phenate 
method (Technicon Industrial Method No. 154-71W) 
and nitrate/nitrite by cadmium reduction 
(Technicon Industrial Method No. 158-71W). Total N 
and P were determined using Technicon Industrial 
Method No. 329-74W following persulfate digestion 
(Glibert and Loder, 1977). 

Nutrient concentration data were log 
transformed to achieve normality and induce 
homogeneity of variances (Sokal and Rohlf, 1981). 
Regression analysis (SAS, 1985a) was then 
performed on the transformed data to remove any 
seasonal bias. Harmonic regression terms 
(Chatfield, 1984) which adjusted for seasonal 
(365.25), lunar (29.0), and tidal (14.5) 
periodicities were included in the initial model 
(R' = 0.05, p-0.0001). Exploratory analyses 
included principal component analysis and stepwise 
regression. Graphical analysis of residual error 
terms were utilized to eliminate problems 
associated with collinearity of predictor 
variables and to arrive at the reduced model used 
in the final analysis (Draper and Smith, 1981; 
SAS, 1985a). Analysis of variance was performed 
on the reduced model to examine the influence of 
individual parameters and their interaction on 
residual nutrient concentrations during 1983 (SAS, 
1985a). Frequency analysis of salinity data 
collected at Clambank Creek (1981-1987) indicated 
that 25 percent of the recorded salinities were 

less than or equal to 31 ppt (SAS, 1985b). For 
this analysis, we therefore defined low salinity 
at Clambank Greek to be at or below 31 ppt. 
Further, a low salinity event was defined as any 
period from one to mltiple consecutive days 
during which low salinities were recorded. 

Oyster Settlement 

herican oyster (Crassostrea virpinica) spat 
settlement was monitored at three stations (Town 
Creek, Oyster Landing, and Old Man Creek; see Fig, 
1) from 1983 to 1986 (Kenny et al., 1989). 
Salinity typically remains high at Town Creek and 
Old Man Creek. Current velocities are generally 
lower at Oyster Landing and the site receives 
periodic freshwater runoff from the nearby forest 
and salinities may be depressed for extended 
periods. 

At each station two to four vertically oriented 
rope harnesses were used to maintain 225 cm2, 5 mm 
thick asbestos plates in a horizontal plane at 
three different levels: 30, 70 cm above mean low 
and 30 cm below mean low tide. The harnesses were 
suspended from PVC pipes which were located 
approximately 3 m from the bank and concrete 
blocks held the arrays in place. Plates at each 
level were approximately 30 cm apart. One side of 
each plate was slightly textured and was placed on 
the top side throughout the study. The plates were 
replaced every 2 weeks (14 +/- 2 days) in the 
settlement season and every four weeks in winter. 
They were transported to the lab in upright 
slotted trays to prevent abrasion. If necessary 
the plates were gently rinsed with water to remove 
excess sediment. Counts of spat were made on the 
entire top and bottom sides of all plates with a 
dissecting microscope (5X). Plates were wire 
brushed under running water prior to reuse. 

Analysis of variance (SAS, 1985a) was performed 
on log transformed count data (log10 (total 
harness count+l)) utilizing a complete block 
design for the statistical model (Sokal and Rohlf, 
1981). Tukey's Studentized Range Test was used for 
all multiple comparison tests (Mize and Schultz, 
1985). Post hoe reduction of the number of 
multiple comparisons examined was not performed to 
ensure that all statistical interpretations were 
conservative. 

Fish Comunitv Structure 

Biweekly seine collections of fishes, shrimps, 
and crabs from a tidal pool were initiated April 
15, 1983 and continued through the present. The 
sampling site (Fig. I; adjacent to OL) is located 
near the meteorological station at Crabhaul Creek 
and consists of a depression in the creek bed, 
which is isolated during low tide. The pool is 
approximately 10 m in diameter with a maximium 
depth of 1 m. The bottom substrate is primarily 
muddy with scattered oyster shells. The pool is 
surrounded by Spartina alterniflora along the 
steepest banks and live oyster reefs occur at the 
pool's inflow and outflow. Salinity ranges from 1 
ppt during heavy rains to 33 ppt during droughts, 



extreme high tides, or strong NE, E, or SE winds. 
Water temperatures range from 3" C during the 
winter to 38" C during s er months. The tidal 
creek extends to the edge of a lobfolfy pine 
forest and merges with an internittent stream 
which contributes freshwater following major 
rainfalls, 

Salinity and air and water temperatures were 
recorded prior to the seine collections. Two 
sequential hauls with a 0.25 in. bag seine that 
stretches across the width of the pool comprise 
the biweekly sampling effort. A11 fishes, shrimps, 
and crabs are identified, enumerated, weighed, and 
up to 100 individuals of each taxon are measured 
from each seine haul. 

RESULTS AND DISCUSSION 

Wind 

Fall (September, October, November) and winter 
months (December, January, Febuary) are dominated 
by northeasterly winds (mean = 58 and 37 percent, 
respectively; Fig. 2). Spring months (March, 
April, May) exhibit the greatest variation in 
average wind directions (NE = 22 percent, NW = 18 
percent, SE = 22 percent, SW =.: 37 percent). 
Southwesterly winds dominate the s 
(June, July, August; 49 percent). On an annual 
basis, northeasterly and southwesterly winds are 
most comon (each accounting for 34 percent). 
Northwesterly and southeasterly winds are less 
frequent (19 and 13 percent, respectively). 
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Figure 2. Average percentage of winds originating 
from four quadrants on a monthly basis. 

Highest seasonal average wind velocities (daily 
mean) consistently originate iron; the northeast 
(fall, 3.8 m/s; spring, 4.4 m/s; summer, 4.1 m/s; 
winter, 3.7 m/s). Lowest seasonal average wind 
velocities typically originate from the 
southeastern quadrant (fall, 2.2 m/s; spring, 3.4 
m/s; winter, 2.6 m/s). During the summer, the 
lowest average wind velocities are associated with 
northwesterly winds. The greatest seasonal 
variation in wind velocity is associated with 
southeasterly winds during the summer and winter 
months (C.V. = 55 and 56, respectively). The 
passage of tropical storms and hurricanes 
partially explain this variability. The lowest 
variability (C.V. = 19) is associated with summer 
northwesterly winds. The highest daily average 
wind velocity (13.15 m/s; SE) was recorded July 
18, 1984 and was related to the passage of a gale. 

Preci~itation Variation 

Rainfall events resulting in 2.54 cm 
precipitation or less are typically associated 
with low spatial variability (Fig. 3). Larger 
rainfall events resulting in 2'54-5.08 cm of 
precipitation exhibit higher spatial variability. 
These events occurred most frequently during 
spring months and were usually associated with 
high and variable winds. Spatial variability 
steadily decreased with increased precipitation 
(5.08-15.24 ca). These events were marked by the 
passage of large frontal systems. 
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Figure 3. Mean daily rainfall versus dafly 
coefficient of variation (CV). 

Highest spatial variability, when analyzed on a 
monthly basis, was associated with late spring 
through early fall events (Fig. 4). During these 
months, localized thunderstorms were frequently 
observed with variability in wind velocity, 
direction, and duration influencing the spatial 
variability of precipitation during these storms. 
From October through April lower spatial 
variability is associated with the passage of 
large fronts, These fronts typically cover a 
greater area and are of longer duratLon than the 
isolated thunderstorms of summer. 
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Figure 4. Mean monthly rainfall versus monthly 
coefficient of variation (CV). 

Hurricanes and Tropical Storms 

Tropical storms or hurricanes affect the South 
Carolina coast approximately once every 2.6 years 
(Gentry, 1971). From 1901-1985, 22 tropical storms 
or hurricanes have made landfall on the South 
Carolina coast (Purvis et al., 1986). Only eight 
of these were class 2 to class 4 intensity, Mo 
category 5 hurricanes have hit the South Carolina 
coast during this period. Two storms (September 
17, 1945; September 29, 1959, Gracie) were 
classified category 3 and Hazel on October 15, 
1954 was a category 4 storm. Hazel made landfall 



near Little River, South Carolina with 106 mph 
winds and tides up to 16.9 feet. Gracie made 
landfall on St. Helena Island and maintained 
hurricane strength more than 100 miles inland, 
Damage occurred from Beaufort to Charleston with 
heavy rains. Prior to 1900 three hurricanes with 
direct impact to the North Inlet system occurred 
in 1822, 1854, and 1893 (Purvis et al., 1986). The 
1854 storm caused severe flooding with the 
Vaccamaw Eu'eck inmdated w2th salt water: from 
Vaverly to Pee Dee. The great stom of 1893 
occurred August 28 with winds approximately 120 
mph, The storm struck at high tide and submerged 
whole islands, Two other hurricanes that affected 
the Georgetown area occurred on October 3 and 13 
in 1893, Heavy rains were associated with both 
storms . 

Hurricanes or tropical storms are an annual 
threat to Georgetow County. For any particular 
year there is a 46 percent chance of a tropical 
cyclone (34 or more knots wind speed) and a 13 
percent chance of 2 such storms occurring in a 
given year (Purvis and McNab, 1985). The 
calculated return frequency of a 14 foot storm 
surge is approximately 100 years (Myers, 1975). 
The hurricane season along coastal South Carolina 
is June to October with the maximm storm 
occurrence frequency from September 24-30 (Purvis 
and HcNab, 1985). The predominant storm direction 
is from the southwest. 

During the period 1935-1986, 31 tropical storms 
or hurricanes passing within 75 miles of 
Georgetom resulted in precipitation at the 
Georgetown National 'CJeather Service monitoring 
station. The percentage of Georgetown's total 
annual precipitation due to tropical storms or 
hurricanes ranges from 0 to 24 percent (Fig. 5a). 
During years when these storms occur, they are 
responsible for an average of 12.3 percent of the 
total annual rainfall. Total annual precipitation 
averages 128.8 cm during years affected by 
tropical storms or hurricanes versus 120.0 cm for 
those years not affected (Fig. 5b). 

Water Budget Results 

The water balance is not consistent from year 
to year. Although North Inlet usually has high 
winter surpluses and high s er deficits, there 
can be periods when precipitation exceeds PE 
during s m e r  (1985; Fig, 6) and when PE exceeds 
precipitation during winter (1984-85, Fig. 6). 

Drought conditions at North Inlet are not the 
norm. When comparing the average water budget at 
North Inlet with that of Georgetom (8 Ian away), 
it was found that the winter surpluses were 
approximately the same; however, the deficits of 
s w e r  were far more extensive at North Inlet. 
Differences between sites were a function of the 
time period that was used in our comparisons 
(1937-1986 for Georgetown, 1979-1986 for North 
Inlet) and not differences due to location. 
Regression analysis of precipitation data revealed 
a highly significant correspondence between 
Georgetown and North Inlet ( R L ~ .  88 3) . 

Figure 5. (A) Percentage of annual precipitation 
due to hurricanes and tropical. storms (first 
storm-black, second storm=open). (B) Total 
annual precipitation for Georgetown, SC. 

Figure 6. Water budget for Hobcaw Barony and 
North Inlet, SC. 

North Inlet marsh grass, J 

production and biomass have been measured by Dame 
and Kenny (1986) using the harvest technique and 
by Horris and Haskin (1988) using the census 
method. The two techniques produce similar 
estimates of standing biomass that range from a 
low of 50 g/$  in midwinter to a high of 1000 g/mZ 
in early fall. Spatial and temporal differences of 
live standing biomass can however, be very 
significant, Dame and Kenny (1986) found that 
maxim= creekside biomass ranged from 500 g/mZ to 



1150 g/m2 during October to November, while 
m a x i m  higmrsh biomass (2.e. areas not 
frequently inundated by tides) ranged from 280 
g/m2 to 350 g/mZ during September to October. 
Spatial and temporal differences in biomass can be 
accounted for by differences in hydrodynamic 
forcing and the energy subsidies associated with 
tides and flooding frequencies (Odum et al. 1979, 
Conner et al. 1981). 

Relationships between variation in marsh 
biomass and climatic events such as El Nino, are 
implied in the work of Dame and Kenny (1986). 
Climatic variations can produce annual differences 
in marsh salinities, hyrodology, and nutrient 
distributions. According to Dame and Kenny (1986), 
maximum biomass in the North Inlet creekside marsh 
occurred in 1983 (1150 g/m2) and 1984 (1100 g/m2) 
when winter surpluses of rainwater were extremely 
high and when mean winter salinities were 
extremely low (15 ppt). What must also be included 
in this climatic equation however, is the power of 
the wind to move river water past the tidal node 
thereby altering the spatial and temporal 
distribution of nutrients, sediments, and 
productivity in North Inlet. This is discussed 
later in more detail. 

The standing stock of marsh grass is only 
indicative of marsh productivity. A more direct 
measurement of marsh production in North Inlet was 
done by Morris and Haskin (1988). They followed 
the growth and decay of every single blade of 
grass in six 100 cm2 plots. They found a maximum 
production rate of 270+/-87 g/mZ in the midmarsh 
habitats of North Inlet in July of 1985 (Fig. 7). 
They also found that production rates peak one or 
two months before peak standing stocks, 
productivity has been decreasing since 1985, and 
annual trends in production at different sites are 
parallel. Although no climatological interactions 
are analyzed, Morris and Haskin conclude: 
"Parallel growth trends between sites, both annual 
and seasonal, suggest that productivity is 
responding to at least a regional scale 
phenomenon." We see good evidence for their 
conclusion. For example, salinity data at North 
Inlet indicated bay water intrusions during 
periods of maximum production, water quality data 
in the bay indicated high nitrogen concentrations 
(55 ug At./l), and water budget data indicated 
water surpluses during maximum production with 
increasing drought conditions after 1985. Other 
factors such as high phosphorus concentrations in 
the creek waters or variations in sea level and 
sediment salinity (Morris 1988) during 1985 could 
explain the high productivities, but these 
parameters are also indirectly controlled by 
climatic variables. 

Droughts are a normal part of the climate in 
the southeast and have occurred 17 times in the 
past 100 years (Guttman and Plantico, 1987). 
Drought conditions occurred during 20 to 25 
percent of the months from 1895 to 1986. Droughts 
in South Carolina last from a year and a half to 
seven years. Major droughts occurred in the 
L920fs, 1 9 3 0 ' ~ ~  195OPs, and late 1980's. The most 

Figure 7. S~artina alterniflora monthly primary 
production estimates 2 1 S.E. 

persistent drought extended from 1952 to 1957. The 
end of the 1950's drought was marked by a rapid 
shift to wet conditions which persisted until the 
late 1970's. The 1980's brought a return to drier 
conditions. 

The 1986 drought affected the entire southeast 
coast. Although not unusually long (one year), 
this drought was the most severe on record since 
precipitation records began in 1876 (Dowgiallo et 
al., 1987) and especially affected the Carolinas 
and Georgia. During April (the month most 
deficient in rainfall for the southeast), 
Charleston, SC had a 73 percent increase in the 
number of clear days and the nuaber of clear days 
for the year was greater than the long-term 
average (Dowgiallo et al., 1987). Air temperatures 
during 1986 averaged 3"  F above normal in 
Charleston, SC (Dowgiallo et al., 1987). In 
addition, Charleston had 83 days with maximum 
temperatures above 32.22" C for 1986 compared to 
the long-term average of 49. 

Monthly precipitation was consistently below 
average from January through July and the maximum 
deviation was recorded in July (107 mm; Fig. 8). A 
slight positive deviation from normal was observed 
in August and was related to the passage of a 
single storm. Drier conditions returned in 
September and October. Air temperatures were above 
average during 10 months in 1986 (Fig. 9) . High 
positive temperature deviations were recorded in 
Febuary and November (3.3 and 3.2 C, 
respectively). Annual flow of the Pee Dee River 
was 50 percent of normal (Dowgiallo et al., 1987). 

Spat settlement 

Spat settlement started in late April or mid 
May and ended in late October or mid November 
during each of the four years. Settlement was 
initiated during a narrow range of water 
temperatures (21.6 - 23.2 C) and was continuous 
with two or more peaks during most summers. The 
first peak typically oceured in early June and the 
second occured in late July or early August. The 
second peak was usually more intense and generally 
accounted for 30 percent of annual set. Spat 
settlement was significantly higher in 1984 
(p<0,05) at both Town Creek and Old Man Creek 
(Fig, LO). Oyster Landing also exhibited highest 
settlement in 1984 although total settlement was 
not significantly higher than that observed in 
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Figure 8. (A) Deviation in 1986 monthly 
precipitation values from 30 year average. 
(B) Monthly precipitation during 1986 (shaded) 
and 30 year average (open). 
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Figure 9. (A) Deviation in 1986 monthly 
temperature values from 30 year average. (B) 
Monthly temperature during 1986 (shaded) and 30 
year average (open). 

1983. Settlement was Lowest during 1986 at all 
three sites and this pattern could be related to 
the absence of a late s er pulse in late July 
and early August. The presence of high densities 
of late stage larvae in the water column in late 
July indicated reproductive success, but a 
corresponding settlement peak did not follow. 

July and early August water temperatures were 
substantially higher in 1986 than values recorded 
for the previous three years (Fig. 11). Also, 
salinities were high and unusually stable during 
this period. The combined effect of high 
temperatures and high stable salinities was likely 

responsible for the absence of a late summer 
settlement peak. The interaction of high 
temperature and high salinity has been 
demonstrated to cause high mortality in Ostrea 
edufis larvae (Robert, et al., 1988). In 
addition, high intertidal air temperatures and 
dessication stress may have adversely affected 
spat survivorship in the intertidal zone. 

Figure 10. Mean total annual spat settlement per 
harness (Oyster Landing, OL; Old Man Creek, OM; 
Town Creek, TC). 
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Figure 11. Mean daily temperatures and salinities 
observed at Clambank Creek, Town Creek, and Oyster 
Landing during summer 1986. Bars represent 
monthly means 2 S.D. for the period 1983-1985. 

The area from Charleston SC to Beaufort SC 
experienced heavy oyster mortalities in 1986 as a 
result of Dermo disease (Perkinsus marinus). The 
dieoffs followed drought and high temperatures and 
may have been related to reduced nutrients, 
temperature and salinity stress enhancing oyster 
susceptibility to disease (Dowgiallo et al., 
1987). 

Fish Co-nitv Structure 

Biweekly collections of the more than 40 
species of fishes, penaeid shrimps, and crabs 
which utilize high marsh creeks as "nursery" 
habitat have indicated that comunity composition 
and population dynamics are influenced by 



meteorological processes on both short and long 
time scales, Distinct seasonal pattems of 
occurrence for the dominant species have been 
doeuented and the relathe abundance of the 
numerically dominant species is predictable from 
year to year. With the exception of a few species 
($. g. ichog), most species reenzited to the 
shallow creeks from remote spawing locations, 
including deep ocean areas, The tgming of first 
occurrence for many fishes and shrgmps was usually 
within two or three weeks of the f%ve gear average 
for that species and the succession of species 
from January through August was predictable. 
However, the size (length) distribution at the 
time of first occurrence for spot, white mullet, 
and other dominant species was variable among 
years. Apparent growth rates and the maxima size 
of individuals collected in the high marsh creek 
were generally similar among pears. Delays in the 
arrival time of young of the year and/or later 
classes of spot and white mullet appeared to 
correspond with interannual variations in both 
water temperature and salinity. 

Patterns of abundance within each 06 four years 
indicated that spot were the most abundant fish 
each year and that spot abundance varied 
considerably within and among years (Fig. 12). 
Spot abundance was highest in 1987 following an 
unusually long period of low salinity, a condition 
which is born to enhance larval spot recruitment 
(Allen and Barker, 1988) and was lowest in 1986 
when unusually high temperatures and salinities 
occurred (Fig. 12). Hig rchog and silver 
perch abundance also re 
conditions during the s of 1986. During 1984 
and 1985, large mid-s 
salinity (one increase and one decrease) and water 
temperature apparently resulted In major 
reductions in spot abundance. Short-term changes 
in weather patterns have also been observed to 
influence the catch composition during the s 
For instance, significant rainfall during the days 
preceding the biweekly sampling reduced salinity 
in the tidal creek pool and lower abundance or 
absence of some species was usually observed. 

More analyses of the abundance, length 
distribution, weight, and species composition data 
sets will be conducted to quantify the climatic 
and short-term meteorological influences, but 
preliminary interpretations suggest that much of 
the long and short-term variability can be 
explained by precipitation and temperature 
patterns. Fluctuations in climate which affect the 
patterns of "nursery" habitat utilization may have 
significant implications for the success 
(abundance and size) of many economically 
important fisheries in southeastern estuaries. 

Bay Intrusion 

Nitrogen concentrations in North Inlet average 
3 to 10 percent of the concentration present in 
Winyah Bay. In the North Inlet estuary, the major 
nitrogen form is dissolved organic nitrogen (60 
percent, 20.25 ug At./l) with particulate nitrogen 
(34 percent, 11.52 ug At./l) also making up a 
substantial fraction. It is estimated that 
approximately 10 percent of the particulate 
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Figure 12. Oyster Landing seine composition for 
the period 1984-1987. 

nitrogen is living biomass (Erkenbreker and 
Stevenson, 1978). Ammonia comprises 76 percent 
(1.73 ug At./l) of the inorganic nitrogen, but 
only 5 percent of the total nitrogen present. 
Nitrate nitrite is less than 1 percent (0.55 ug 
At./l) of the overall nitrogen available in North 
Inlet. In Winyah Bay, inorganic nitrogen (nitrate, 
nitrite and amonia) comprises 28 percent of the 
total nitrogen (106.42 ug At./l) present (DNEC, 
1988). Nitrate/nitrite concentrations (16.57 ug 
At./l) are slightly higher than amonia (14.07 ug 
At./l). The remaining 72 percent of the nitrogen 
is dissolved organic. No studies have focused on 
particulate or gaseous forms of nitrogen in Winyah 
Bay. Seasonal nitrogen patterns in North Inlet are 
strongly related to the temperature cycle while 
variation in Winyah Bay is moderated primarily by 
freshwater discharge. 

Nitrate-nitrite nitrogen concentrations in 
North Inlet are inversely related to salinity 
(R'= 0.45) suggesting external sources for this 



nutrient, Two sampling stations affected by 
off are Oyster Landing (runoff from 

undeveloped forest system) and Clambank Creek 
(intrusion from Wingah Bay). Examination of 
nitrate-nitrite nitrogen concentrations measured 
daily at Clambank Greek and Oyster hnding during 
the period September 1978 through Hay 1985 
indicated that average concentratlons are h1&er 
at Claaibank Creek than Oyster hnding (0,757 ug 
At./l and 0.559 ug At./l, respectively; M-1577). 
Nfgher nitrate-nitrite nitrogen concentrations 5x1 
Winyah Bay relathve to North Inlet (Fig, 13) and 
intensive studies of nutrlent exchmge at the 
creeks cormecting the two systems (No Nan% Friend 
Creek and South Jones Creek) suggested that Wlnyah 
Bay may be an important source of nutrients for 
North Inlet (Michener and Allen, 1982). Analysis 
of variance (Table 1) indicated that wind 
velocity, wind direction, maxima daily river 
height and the interaction among the three 
components were related to nitrate-nitrite 
nitrogen concentrations at Clambank Creek. 

Figure 13, Nitrate-nitrite mean monthly 
concentrations at Winyah Bay and North Inlet, 

Table la Analysis of variance for log-transformed 
nitrate-nitrite nitrogen concentrations during 
1983 at Clambank Creek. 

Source of Variation df SS P Pr>F 

Wind velocity (W)  1 0,244 5.44 0.020 
Winddirection(WD) 3 0.314 2.38 0.071 
Rain 1 0.114 2.59 0,109 
River height (RN) 1 0,837 19.02 0,0001 
W e n  3 0.042 0.31 0.815 
WV*MD*RH 4 0.433 2.46 0.046 
Error 203 8,927 
Total 216 11.233 

Full Hodel : Pr>F-0.0001, R L ~ .  205 

Analysis of the 15 low salinity events (112 
days total) that occurred during 1983 revealed 
that southwesterly winds were most frequently 
associated with the initiation of the intrusion 
event (7 of 15). Intrusion duration, minimum 
salinity, and maximurn nutrient concentrations were 
related to predominant wind direction during 
events, wind velocity, and maxim- river height. 
For example, one 2-day event (Jan 24) was 
associated with northwesterly winds and below 

average xnaxFlaunt dally rzver height on day 1. The 
lowest salinity (28 ppt) was recorded on the first 
day and increased on day 2 (30 ppt). Naximm 
observed nitrate-nitrite nitrogen concentration 
was 0.40 ug At./l. In contrast, during one 14-day 
event (March 3 3 ,  salinities dropped to 6 ppt and 
nitrate-nitrite nitrogen concentrations reached 
5-01 ug At./l at Glarabank Creek, Haximm river 
height was above average on day I. Southwesterly 
wPnds accontpanied the inieiation of the event and 
were domEnant throughout the event (12 of 14 
days). During this svenr;, lnaxia3.m nltrate-nitrite 
nLtrogen ccaneentratbons reached 1-87 ug At./l and 
sal2nfties dropped to 2-0 ppt at Oyster Landing. 
The sharp decline fn, sallnity at Oyster &%inding 
was related to a single 1,8 em rain storm and 
freshwater runoff from the surrounding watershed. 
Higher nitrate-nitrite nitrogen concentrations at 
Clambank Greek are likely related to the proximity 
of this slte to Winyah Bay. Nutrient inputs 
occurring from intrusion events undergo mixing and 
are diluted considerably prior to reaching more 
distant portions o f  the North Inlet Estuary ( e . g .  
Oyster Unding) . 

CONCLUSIONS 

Spatial variability in rainfall and seasonal 
changes in wfnd velocity and directionafity are 
characteristic features of the climate at the 
North Inlet Estuary. Impacts of hurricanes, 
tropical storms, and droughts are related to the 
recurrence frequency, intensity, and aerial extent 
of the event. Precipitation resulting from 
hurricanes or tropical storms may be considered an 
integral component of the regional water balance. 
Direct landfall of a Class 4 or 5 hurricane would 
likely result i n  noticeable changes to the North 
Inlet estuarine system. Tidal circulation patterns 
and sedimentation rates are predicted to be 
affected appreciably. Droughts affect the North 
Inlet Estuary less frequently than tropical storms 
or hurricanes (recurrence frequencies of 5.9 and 
2.6 years, respectively). Droughts occurring for 
extended periods over broad spatial scales can 
have significant impacts on productivity within 
the North Inlet Estuary, Low recurrence rates of 
severe droughts coupled with variable salinlty and 
temperature tolerances of flora and fauna may have 
implications for cornunity dynamics as well as 
reproductive success and recruitment. Intrusion of 
Winyah Bay waters into the North Inlet Estuary 
occurs frequently (2.e. 30 percent of observations 
during 2983) and may be a dominant factor 
affecting seasonal productivity patterns. Enhanced 
sedimentation, closure of connecting creeks, or 
opening of new connections between the North Inlet 
and Vtnyah Bay Estuaries would lIkely result in 
pronounced alteration of the available nutrient 
pool and subsequent primary and secondary 
production in the North Inlet Estuary. 

Prior to examination of the potential effects 
of global climatic change (i.e. enhanced COZ 
levels, sea level rise, etc.) on regional and 
local biomes, it is necessary to understand 
ecosystem responses to naturally occurring chronic 
and acute climatic events. In thhs paper, we have 
examined the natural variability associated with 



several meteorological parameters and, where 
possible, related ecosystem responses to 
individual climatic events. Further analysis of 
the database and additional experimental studies 
will provide us with a better understanding of the 
relationship between climate and ecosystem 
processes and enable us to more accurately predict 
ecosystem responses to global and regional 
climatic change. Also, with an increased research 
effort directed towards the analysis of the 
interactions between climate, material flows, and 
ecological processes, the North Inlet LTER 
research will bring us closer to an understanding 
of how regional phenomenon alter the long-term 
structure of a landscape. 

Funding for this project was provided by the 
National Science Foundation (Grant number 
BSR8514326; Dr. F. J. Vernberg, principal 
investigator) and the Belle W. Baruch Foundation. 
Additional support for the first author was 
provided by the South Carolina Sea Grant 
Consortium and the State of South Carolina. 
Special recognition is due to Dan Taylor, Marvin 
Marozas, and Robert McLaughlin who collected and 
managed the meteorological data. William Johnson, 
Steve Hutchinson, and Steve Knoche collected and 
processed the daily water samples. VirginLa Ogburn 
and Susan Service collected and analyzed biweekly 
fish samples. Paul Kenny was responsible for the 
oyster spat monitoring program. Dr. Don Edwards 
assisted in statistical analysis. This paper 
represents Contribution Number 778 from the Belle 
W. Baruch Institute for Marine Biology and Coastal 
Research. 

LITERATURE CITED 

Allen, D.M.; Barker, D.L. Recruitment patterns of 
larval fishes to epibenthic estuarine habitats: 
North Inlet, SC: 1981-1985. (submitted to 
Marine Ecology Progress Series). 

Chatfield, C. 1984. The Analysis of Time Series. 
New York: Chapman and Hall Ltd. 286 pp. 

Conner, W.H.; Gosselink, J.G.; Parrondo, R.T. 
1981. Comparison of the vegetation of three 
Louisiana swamp sites with different flooding 
regimes. American Journal Botany 68:320-331. 

Dame, R.F.; Chrzanowski, T.; Bildstein, K. [and 
others]. 1986. The outwelling hypothesis and 
North Inlet, South Carolina. Marine Ecology 
Progress Series 33:217-229. 

Dame, R.F.; Kenny, P.D. 1986. Variability of 
Spartina alterniflora primary production in the 
euhaline North Inlet estuary. Marine Ecology 
Progress Series 32:71-80. 

DHEC. 1988. Waccamaw River water quality 
monitoring data, 1977-1986, Station MD080. 
Columbia, SC: South Carolina Department of 
Health and Environmental Control. 

Dowgiallo, M.J.; Sheifer, I.C.; Everdale, F.G. 
[and others]. 1987. &trine Environmental 
Assessment Southeastern U.S. 1985 Annual 

ry. Washington, DC: U.S. Department of 
Commerce. 134 pp. 

Draper, N.R.; Smith, H. 1981. Applied regression 
analysis. New York: John Wiley & Sons, Inc. 709 
PP . 

Erkenbrecher, C.W., Jr,; Stevenson, L.H, 1978, The 
transport of microbial biomass in suspended 
material in a high marsh creek, Canadian 
Journal Microbiology 24(7):839-846. 

Gentry, R.C. 1971. Hurricanes, one of the major 
features of air-sea interaction in the 
Caribbean Sea. In: S~posium on Investigations 
and Resources of the Caribbean and Adjacent 
Regions; 1968 November; Paris: UNESCO and FAO. 
pp. 80-87. 

Glibert, P.L.; Loder, T.C. 1977. Automated 
analysis of nutrients in seawater: a manual of 
techniques. Woods Hole, MA: Woods Hole 
Oceanographic Institution Technical Report 
WHOI-77-47. 46 pp. 

Guttman, N.B.; Plantico, M.S. Drought history and 
chances of recurrence. pp. 4-7. In: Purvis, 
J.C.; Sidlow, S.F.; Tyler, W,, eds. South- 
eastern Drought Symposium Proceedings; 1987 
March; Columbia, SC. Publication G-30. South 
Carolina State Climatology Office. 110 pp. 

Kenny, P.D.; Michener, W.K.; Allen, D.M. 1989. 
Spatial and temporal patterns of (Crassostrea 
virninica) settlement in a high salinity 
estuary. (submitted to Marine Ecology Progress 
Series). 

Kjerfve, B. 1978. Bathymetry as an indicator of 
net circulation in well-mixed estuaries. 
Limnology and Oceanography 23(4):816-821. 

Kjerfve, B.; Proehl, J.A.; Schwing, F.B. [and 
others]. 1982. Temporal and spatial 
considerations in measuring estuarine water 
fluxes. In: Kennedy, V.S., 'ed. Estuarine 
Comparisons. New York: Academic Press, Inc. pp. 
37-51. 

Michener, W.K.; Allen, D.M. 1982. Description of 
study area. In: Allen, D.M.; Stancyk, S.E.; 
Michener, W.K., eds. Ecology of Winyah Bay, SC 
and Potential Impacts of Energy Development. 
Special Publication no. 82-1. Columbia, SC: 
Belle W. Baruch Institute for Marine Biology 
and Coastal Research. pp. 1-1-1-14. 

Mize, C.W.; Schultz, R.C. 1985. Comparing 
treatment means correctly and appropriately. 
Canadian Journal of Forestry Research 
15:1142-1148. 

Morris, J.T. 1988. Pathways and controls of the 
carbon cycle in salt marshes. In: Hook, D.D.; 
McRee, W.H., Jr.;, H.K. Smith, H.K. [and 
others], eds. The ecology and management of 
wetlands. vol. 1: Ecology of wetlands, London, 



IJK: Croom Helm and Portland, OR:, Timber Press. 
pp. 497-510. 

Morris, J.T,; Haskin, B, Relationships among stem 
size, turnover, and net aerial production in 
the salt marsh grass S~artina alterniflora: A 
four year record of primary production. 
(submitted to Ecology). 

Myers, V.A. 1975. Storm tide frequencies on the S. 
C. coast. MOAII. Technical Memorandurc ERL W2-3. 
Silver Spring, MD: U. S. Department of 
Comeree, National Weather Service. 79 pp. 
[cited in Purvis and NcNab, 19851. 

NOM, 1985. Local Climatological Data for 
Georgetown, SC. (30 Year Summary, 1951-1980). 
Asheville, NC: U. S. Department of Commerce, 
National Climatic Data Center. 

Odum, E.P.; Finn, J.T.; Frang, E.H. 1979. 
Perturbation theory and the subsidy-stress 
gradient. Bioscience 29:349-352. 

Purvis, J.C.; McNab, A., Jr. 1985. Hurricane 
vulnerability for Georgetown County. Columbia, 
SC: South Carolina Water Resources Commission. 
17 PP. 

Purvis, J.C.; Tyler, W.; Sidlow, S. 1986. 
Hurricanes affecting South Carolina. Columbia, 
SC: South Carolina State Climatology Office. 19 
PP . 

Robert, R.; His, E.; Dinet, A. 1988. Combined 
effects of temperature and salinity on fed and 
starved larvae of the European flat oyster 
Ostrea edulis, Marine Biology 97:95-100. 

SAS Institute, Inc. 1985a. SAS User's Guide: 
Statistics, Version 5 Edition. Cary, NC: SAS 
Institute, Inc. 956 pp. 

SAS Institute, Inc. 1985b. SAS User's Guide: 
Basics, Version 5 Edition. Cary, NC: SAS 
Institute, Inc, 1290 pp. 

Schwing, F.B.; Kjerfve, B. 1980. Longitudinal 
characterization of a tidal marsh creek 
separating two hydrographically distinct 
estuaries. Estuaries 3:236-241. 

Sokal, R.R.; Rohlf, F.J. 1981. Biometry. San 
Francisco: W.H. Freeman and Co. 859 pp. 

Thornthwaite, C.W.; Mather, J.R. 1955. The water 
balance. Centerton, NJ: Drexel Institute Tech., 
Laboratory of Climatology. Climatology 
8(1):1-86. 

Thornthwaite, C.W.; Mather, J.R. 1957. 
Instructions and tables for computing potential 
evapotranspiration and the water balance. 
Publications in Climatology 10(3):185-311. 





Biological indicators also have variable response 
times dependent on the life span or growth rate 
of the organism. Air t e m p e r a t u r e  records 
themselves often have secular changes or 
systematic biases incorporated into the records 
which may be Larger than subtle climatic changes. 
These systematic biases can be caused by changes 
in the e v i p m e n t ,  station location, station 
design, and time of cbservaticn (Sohaal and Dale, 
1937; Karl and Williams, 1987)- Some systematic 
biases can be removed using coinciding data from 
nearby stations {Karl and Williams, 19871 sr 
using theoretically based corrections to adjust 
for some known changes in observational 
techniqes, However, changes in early 
observational techniques, which are usuaLLy not 
documented, can be almost impossible to remove 
resulting in early air temperature records being 
of westionable quality and often very 
misleading, 

Ice cover (freeze and break up dates, and 
total days of ice cover) and water temperature 
records for a Lake represent an integration of 
Local. weather conditions, These parameters aften 
integrate daily fluctuations in weather 
conditions, primarily air temperature, in a 
manner Less subject to secular biases than other 
climatic indicators including direct 
meteorological measurements. Ice cover and water 
temperature data are not internally recorded; 
each has to be observed and documented by an 
observer, Therefore, Lake records, as well. as 
any parameter documented by observers sueh as 
neteorolsgdcal data, may have systematic biases 
incorporated into the records caused by changes 
in observational techniques or criteria, 
However, for some Lakes ,  such as L a k e  Mexdota, 
t h e  transition t o  and from complete ice cover are 
very rapid and can often be resolved to one or 
two days. For t h e  ice cover recoxds of sueh 
lakes, variability introduced by observer 
subjectivity is small compared to the variability 
of the system. 

Annual differences in ice cover and water 
temperature for small to medium sized lakes are 
primarily driven by changes in air temperature 
for specific seasons (McFadden, 1965; Palecki and 
Barry, 1986; Robertson, 19891 . Freeze dates 
represent an integration of fall air 
temperatures; break up dates represent the period 
between freezing and break up (winter and early 
spring) and total ice duration represents the 
entire fall, winter, and e a r l y  sprin~ period, 
The Length of the integration period represented 
by the ice records depend on i a k e  depth, with 
deeper l a k e s  integrating a longer time peri~d 
(McFadden, 1965). Water temperatures represent 
an integration of weather conditicns from the 
spring, sum~er, and fall periods, 

Lake records have had Limited use as climatic 
indicators because long-term continuous ice cover 
and w a t e r  temperature measurer~ents are extremely 
rare. Few lakes have water temperature records 
that extend more than 20  years or exist prior to 
19.20. Possibly the most extensive water 
ternperature records available exist for Lake 

Mendota, W I ,  which begin in 1894 and continue 
internC;ttently to present. Long-term ice records 
are a little more cornon, and a few exist from as 
early as 2 8 4 0  in North America (Tramoni, 1 9 8 5 ) .  
The longest continuous records available for any 
hake  in N o r t h  America begin in 1 E 5 ,  also for 
take Mendota (Yramonk, 19851, 

LAKE MENDOTA 

Lake Mendota is a dimictic, eutrophic lake 
located in Madison in south-central Wisconsin 
( 4 3 " 4 ' ~ ,  89°24'~j. The i ake  has a surface area 
of 3,940 ha, a maximum depth of 26 rn, a mean 
depth of 12-4 m, and a maximum f e t c h  of 9.8 km 
(Wisconsin Department o f  Natural Resources, 
1961). 

DETECTING CLIP/iA%ZC CHANGES 

Detecting prior climatic changes from lake 
records or other climatic indicators is generally 
approached by examining a time series for 
statistically significant changes in mean 
conditions, lee records of Lake Mendota are used 
to demonstrate how lake indicators can be used to 
detect climatic change, In Figure I, mean ice 
duration (as demonstrated by the seven year 
moving average) c f  Lake Mendcta has significantly 
changed since 1856. In fact, most of the 
climatic change appears to have been r a t h e r  
abrupt arcund 1896. Since 1980, there appears to 
possibly be another transition to shorter ice 
cover, 

Climatic changes are generally thought ta 
occur over several years. To determine whether a 
significant chaage has occurred in the indicator, 
the data are tested to determine whether there is 
a significant slope or change through time, 
Often  ehe indicator time series has significant 
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Figure 1, Total days of winter ice cover (ice 
duration) for Lake Mendota. The seven year 
moving average, plotted in year four, is 
superimposed on the observed data as an estimate 
of mean ice durations. 



a u t o c o r r e l a t i o n ;  t h e r e f o r e ,  ARIMA a n a l y s e s  a r e  
used t o  remove t h e  a u t o c o r r e l a t i o n ,  p r i o r  t o  
t e s t i n g  f o r  s i g n i f i c a n t  changes. There i s  a 
s i g n i f i c a n t  downward s l o p e  o r  change t o  s h o r t e r  
ice d u r a t i o n s  f o r  Lake Mendota s i n c e  1856 ( a (  
0*.05). However, when examining t h e  t ime  series 
of t h e  i n d i c a t o r ,  o f t e n  t h e  change appears  t o  
occur  r a t h e r  a b r u p t l y  r a t h e r  t h a n  g r a d u a l l y .  One 
technique  which has been used t o  test whether a  
r a t h e r  abrup t  change b e t t e r  d e s c r i b e s  t h e  change 
i n  t h e  i n d i c a t o r  is  ARIVA i n t e r v e n t i o n  a n a l y s e s  
(Box and Tiao,  1975) .  This  t echnique  tests f o r  
s i g n i f i c a n t  s l o p e s  o r  changes b e f o r e  and a f t e r  a  
p o s s i b l e  a b r u p t  change. This  t echnique  can be 
used wi th  o r  without  s i g n i f i c a n t  a u t o c o r r e l a t i o n  
i n  t h e  d a t a s e t .  The t iming  of t h e  change i s  
d e f i n e d  by t h e  u s e r .  The "bes t"  model i s  o f t e n  
s e l e c t e d  by comparing t - r a t i o s  of consecu t ive  
y e a r l y  i n t e r v e n t i o n s .  The "bes t"  model 
d e s c r i b i n g  t h e  change i n  t h e  mean i c e  d u r a t i o n  of 
Lake Mendota had a  c o n s t a n t  mean of 118 days from 
1856 t o  1888 (F igure  2 A ) .  I n  1888 a  r a t h e r  
abrup t  change occurred,  modeled a s  a  s t e p  change 
fol lowed by a  s t a t i o n a r y  mean of 103 days.  The 
d e c r e a s e  i n  i c e  d u r a t i o n  of 15  days i s  i n d i c a t i v e  
of h i g h e r  mean a i r  t empera tures  a f t e r  1888. 
Whether t h e  change occur red  p r e c i s e l y  i n  1888 o r  
over  s e v e r a l  y e a r s  on ly  s l i g h t l y  modi f ies  
e s t i m a t e d  changes i n  mean c o n d i t i o n s .  

Often when examining a t ime series, a p e r i o d  
of unusual  y e a r s  appears  p r e s e n t .  For example, 
t h e  i c e  d u r a t i o n  from 1980 t o  1988 appear  t o  be 
s h o r t e r  t h a n  t h a t  p r i o r  t o  1980 (F igure  1 ) .  The 
seven y e a r  moving average i c e  d u r a t i o n ,  from 1982 
t o  1988, i s  t h e  s h o r t e s t  on record ,  even  i f  t h e  
r e c o r d  s h o r t  i c e  d u r a t i o n  of 1983 was r e p l a c e d  by 
t h e  mean i c e  d u r a t i o n  from 1889 t o  1979. One 
technique  t o  test whether t h e  mean of a  s p e c i f i c  
p e r i o d  i s  s i g n i f i c a n t l y  d i f f e r e n t  from t h a t  of 
ano ther  i s  a S tudent  t t e s t  (Burr,  1974) .  The 
p e r i o d  from 1980 t o  1988 had s i g n i f i c a n t l y  
s h o r t e r  i c e  d u r a t i o n ,  by 12 days, t h a n  t h e  p r i o r  
p e r i o d  ( a  5 0 . 0 5 ) .  Therefore,  t h e  "bes t"  
d e s c r i p t i o n  of t h e  mean i c e  d u r a t i o n  of Lake 
Mendota i s  demonstrated i n  F igure  2A. 

S i m i l a r  procedures t o  d e s c r i b e  mean f r e e z e  
and breakup d a t e s  were used and t h e  r e s u l t s  a r e  
demonstrated i n  F igure  2B, C,  r e s p e c t i v e l y .  A 
change i n  mean f r e e z e  d a t e  occur red  i n  about 
1888, b u t  no s i g n i f i c a n t  change was observed i n  
r e c e n t  y e a r s .  From t h e  f r e e z e  d a t e  d a t a ,  it was 
unable t o  be determined whether t h e  f i r s t ,  
c o o l e r ,  p e r i o d  ended a b r u p t l y  o r  whether i t  w a s  a 
gradua l  t r a n s i t i o n  p e r i o d .  For t h e  purpose of 
f u r t h e r  a n a l y s e s ,  it was assumed t h e  f i r s t  p e r i o d  
ended a b r u p t l y  i n  1888. This  gave a  change i n  
mean f r e e z e  d a t e  from J u l i a n  day 348 t o  356, a  
change of 8 days based on mean f r e e z e  d a t e s .  
Three c l i m a t i c  per iods ,  s i m i l a r  t o  t h o s e  found 
wi th  i c e  d u r a t i o n  records ,  were found from break 
u p  d a t e s .  The f i r s t  p e r i o d  l a s t e d  from t h e  
beginning of record  t o  1888, when mean break up 
d a t e  changed r a t h e r  a b r u p t l y  from J u l i a n  day 101 
t o  9 4 ,  a  7  day change. The second p e r i o d  l a s t e d  
from 1889 t o  approximately 1979. The l a t e r  mean 
break up d a t e  of t h e  f i r s t  p e r i o d  i n d i c a t e d  a  

c o o l e r  c l i m a t e  p r i o r  t o  1888. No s i g n i f i c a n t  
t r e n d s  occur red  i n  t h e  f i r s t  o r  second p e r i o d s .  
S ince  1380, mean break up d a t e  appears  t o  be  i n  
t r a n s i t i o n  t o  e a r l i e r  d a t e s .  Presen t ly ,  t h e  
moving seven y e a r  average,  from 1982 t o  1988, h a s  
o b t a i n e d  t h e  e a r l i e s t  on record  a t  J u l i a n  day 85, 
The mean break  up d a t e  from 1980 t o  1988 was 
J u l i a n  day 86, an 8 day e a r l i e r  mean break up 
d a t e  t h a n  t h a t  of t h e  second per iod ,  i n d i c a t i v e  
of a  warmer p e r i o d .  

LAKE MENDOTA ICE DURATION 

ICE 140 

DURATION 
120 

(DAYS) 
I W) 

80 

60 

FREEZE DATE 

BREAK UP DATE 
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Figure  2 .  Observed annual  i c e  cover  records  f o r  
Lake Mendota wi th  t h e  "bes t f s  e s t i m a t e  of how t h e  
mean f o r  each parameter  has  changed. The 
i d e a l i z e d  means were determined from s e v e r a l  
ARIMA i n t e r v e n t i o n  models f i t  t o  t h e  observed 
d a t a .  (A)  I c e  Durat ion.  (B)  Freeze Date. ( C )  
Break Up Date. 



QUAhTTIFYING CLIMATIC CHANGES 

To quantify these changes in terms of 
specific meteorological parameters, we must 
detedne what that change means in terms of air 
temperatures. This is done by dete 
the indicator has responded to changes in that 
meteorological parameter, i.e., calibrate the 
indicator. The calibration can often be very 
complex because of the integrating nature of the 
indicators. 

Two approaches have been used to detedne 
how climatic indicators respond to changes in a 
specific meteorological parameter: the dynamic, 
or mechanistic approach, and the empirical or 
statistical approach (Wright, 1980). Since the 
calibration techniques are much different for ice 
cover and water temperature, both are described 
below. 

In the dynamical approach, mathematical 
models are developed to simulate the response of 
specific indicators to weather or climatic 
conditions, based on equations simulating the 
physical processes occurring in the system. All 
important parameters must be included in the 
model to properly simulate the system. The 
models are calibrated using concurrent historical 
records for the climatic indicator and measured 
meteorological data. The response of the 
indicator to a specific meteorological parameter, 
such as air temperature, is then determined by 
running the model for various simulations with 
only the specified meteorological parameter 
altered. The change in response of the indicator 
in these simulations is then used to determine 
the relationship between the indicator and the 
specified meteorological parameter. This 
approach is more commonly used than the empirical 
approach because only a few years of measured 
data are required. 

In the empirical approach, we exploit the 
fact that nature has been performing experiments 
with the climatic system for a long time; the 
results of those experiments are our 
observational records (Wright, 19801. These 
records are used to develop statistical 
relationships between the important 
meteorological parameters, including air 
temperature, and the climatic indicator. If 
statistically significant relationships involving 
air temperature are found, the equationts) are 
then used to determine the pattern and response 
of the indicator to changes in air temperature. 

Khenever possible, dynamic models should be 
used in concert with empirical models to 
deternrine if the results agree. A similar 
quantitative response using two independent 
approaches adds more confidence to the results 
than results found only using one technique. 

Ice Cover 

Freeze and break up dates were analyzed 
separately to quantitatively determine the 
magnitude and seasonal timing of the climatic 

changes rather than calibrating ice duration as a 
total winter indicator. Two techniques have been 
used to develop lake ice cover records into 
temperature indices: fixed period regression 
analyses (Rannie, 1983; Tramoni and others, 1985; 
Paleeki and Barry, 1986; Robertson, 1989) and 
variable length air temperature integration 
{McFadden, 1965; Robertson, 1989). 

Regression analyses have been used to 
calibrate ice records of specific lakes by 
regressing specific air temperature s 
parameters, such as a monthly or bi-monthly 
average air temperature, with observed freeze or 
break up dates. To calibrate the freeze date for 
Lake Mendota, annual freeze dates from 1884 to 
1988 were regressed against several combinations 
of monthly mean air temperatures. The earlier 
years in the record were not included because of 
secular biases in meteorological records prior to 
1884. Average Novefier to December air 
temperatures were most strongly correlated with 
observed freeze dates, FI2 = 0.61 (Figure 3A). 

400 
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Figure 3 ,  Calibration of mean freeze date into 
an index of fall and early winter air 
temperatures. (A) Fixed period analysis. 
Observed freeze dates from 1884 to 1988 versus 
the deviation from the long-term average Noveder 
to December air temperature (1884 to 1988). (B) 
Moving integrated air temperature analysis 
("Freeze" model). 



The slope of the regression suggests mean freeze 
date changes 4.32 days (+ 0 . 6  days, 95% C-I.) per 
1.0'6 change in average Novemer to Deoeder air 
temperature. Deviation from the average Noveher 
to Decend3er air temperature, from 1584 to 1988, 
was used as the x-axis to simplify cowarison of 
model results, Interpolation of the regression 
slope suggests the 8 day earlier freeze date 
before 1888 corresponds to average Novemer to 
Dece&er air temperatures which were 1,7C~ lower 
than those after 1888. 

The second technique to calibrate ice records 
involves using a moving index which accumulates 
through time, such as a moving mean air 
temperature (McFadden, 19651 or integrated air 
temperature (Robertscn, 1989). When the moving 
index reaches a specified threshold value, the 
specific event such as freezing or break up is 
estimated to occur. When calculating simple 
moving average air temperatures, days early in 
the period of the moving average are weighted 
similar to days just prior to freezing or break 
up; whereas, integrated air temperatures can 
weight the more recent air temperatures more 
heavily. Therefore, integrated air temperatures 
were used. Integrated moving air temperatures 
were used to predict daily water temperatures and 
ultimately when the surface temperature became 
OOC and the lake froze. This was done by 
weighting the prior day's predicted water 
temperature by a specific value and adding to 
this the change estimated for that day, which is 
dependent on the difference in air and water 
temperatures (Eq. 1). Therefore, the most recent 
days are more influential to the present daily 
water teqerature value. E q .  1 can be adjusted 
to add the effects of daily synoptic conditions 
such as strong winds which could cause the lake 
to freeze later or break up earlier than expected 
without modifying the estimated day" water 
temperature. 

WT " a + b * AT-l + c * WT-1 
where : 

WT = Water temperature on Day T 

WT-l = Water temperature on Bay T - 1 
AT-l = ~ i r  temperature ('G) on Day T - 1 
a, b, e,  and K are Empirical Constants: 

a - 0.056; b = 0.946; c - 0 , 3 2 6  

Initially, = 28.70 on 1 October 

Integrated moving air temperatures were 
developed into a "Freeze" model ( E q .  2) by 
calibrating the coefficients such that the 
estimated surface water temperature (WT), 
calculated starting on 1 October of each year, 
became ( OOG very near to the day the lake was 
observed to freeze. The "best" coefficients for 
estimating annual freeze dates for Lake Mendota 

were determined by iteratively calculating the 
coefficients which d n i m i z e d  the sum of square 
errors for a 40 year reference period, 1948 to 
1987. This dnimization process was done using 
the Nelder-Mead simplex procedure (O'Neill, 
1971). Additional terms were added to Eq. 2 in 
an attempt to adjust for synoptic conditions. 
These terms had the effect of raising or lowering 
the threshold criteria but did not affect future 
predictions of WT, i..., these terms did not 
alter the foElowing WT-l. Therefore, with a 
strong wind Lower water temperatures may be 
required for the lake to freeze. Additional 
terms, however, did not significantly improve the 
model. 

For annual models, such as the "Freeze" model 
or a similar "Break up" model, t h e  estimated 
effects of changes in mean air temperature are 
made by comparing average estimated freeze or 
break up dates of a reference period, a 30 year 
period from 1948 to 1977 was used here, with 
average predicted dates obtained from the models 
after the daily air temperatuses for those years 
are raised or Lowered by the simulated change in 
air temperature. Daily air temperatures for all 
30 years were lowered 1, 2, and 3% and raised I, 
2 ,  3, 4, and 5"~. The average freeze dates 
estimated by the "Freeze" model were then 
regressed on the simulated change in air 
temperature (Figure 3 B ) .  The slope of the 
regression suggests a change in freeze date of 
4.83 days per 1.0'~ change in air temperature, 
very similar to the 4.32 days per 1% change 
estimated using the fixed period analysis. 
Interpolation of the regression slope suggests 
the 8 day earlier freeze date before 1888 
corresponds to average November to December air 
temperatures which were 1.5O~ lower than those 
after 1888.  This approach to estimate the 
effects of changes in air temperature assumed 
that the daily variability in weather conditions 
for the simulated changes in air temperature was 
and would be similar to that of the reference 
period. 

A similar analysis for break up dates 
suggests a change of approximately 6 days per ~ O C  

change in mid winter to early spring, January to 
April, air temperatures. Therefore, the changes 
in mean break up dates (Figure 2Gf suggest the 
period prior to 1889 was l.loG lower than the 
second period and the period after 1979 was 1.2OG 
higher than the second period. 

Water Temperatures 

The DYnamicai REservior Simulation Model 
(DYRESM) (Imberger and Patterson, 1981) was used 
to simulate the physical processes and ultimately 
water temperatures in Lake Mendota responding to 
the forcing meteorological conditions. DYRESM is 
a one-dimensional numerical model used to predict 
water temperature and salinity profiles of small 
to medium sized lakes and reservoirs given 
initial temperature and salinity profiles, lake 
morphometry, meteorological conditions, and 
inflow and outflow information. For each 
simulation DYRESM was started on the day after 
ice break up when the lake has been shown to be 



very near 3OC (Neese and Bunge, 1956; Robertson, 
1989). DYRIGSM was calibrated for Lake Mendota 
using two years of daily weather data and 
approximately biweekly measured water temperature 
profiles from shortly after ice break up until a 
few weeks prior to freeze up Ear 1958 and 1966 
(Robertson, 1989). These years w e r e  selected 
because the thermal structures varied 
considerably between years, The "best" values 
for the empirical coefficients used in D Y m S M  

necf by iteratively calculating the 
values which n?inimize the overall average of the 
mean daily absolute errors for both years ( E q ,  
3 ) .  The ntinimization process was done using the 
Nelder-Mead simplex procedure (GiNeill, 1971). 
The calibrated model simulation for I958 is 
compared with observed data in Figure 4. DYRESM 
simulated the daily temperature progression very 
well, with the possible exception during late 
fall. 

N 

C lTobserved - 'model 1 

Where : 

MDAE = Mean Daily Absolute Error 

N - Total Number of depths with observed 
water temperatures fTobservecf) 

TmOdel = DVRESM simulated water 
temperature 

5 
DEPTH 

1 0  

ne how changes in air temperature 
influence the thermal structure of the lake, 
D Y m S M  was run for 11 years for each of 6 air 
teinperature regimes, eleven years of daily 
meteorological data (1958-03, 1966-67 ,  1971-73) 
were used as the base or reference air 
temperature regime. Five other air temperature 
regimes were obtained by adding -3, -1, 4-1, 9 3 ,  
and +5% to each daily average air temperature 
for ail 11 years. Since annual ice break up 
dates or the date at which the simulation began 
skcuZd change with air temperature, forecasted 
ice out dates were determined for each year based 
on the "Break Up" model, using daily adjusted air 
temperatures as input for the model. 

For each annual simuiatioa, morpbometrically 
weighted rnonthly mean epilimion or shallow layer 
temperature (0 to 7m1, hypolimnion or deep layer 
temperature (15 to lam), and average monthly 
themocline depth were computed. Average monthly 
values for these three parameters were computed 
for each air temperature regime and subtracted 
from that for the the reference regime. 
Differences from the means of reference period 
represent the average effect caused solely by the 
change in air temperature. 

Changes in average monthly epilimion 
tesnperatures were related directly to changes in 
air temperature, with water temperatures 
increasing with air temperature increases and 
decreasing with air temperature decreases (Figure 
5A) .  However, the changes were smaller than the 
air temperature change and varied seasonally, 
with the largest response occurring in spring. 
The response of epilimion temperatures varied 
from approximately 65% of the change in air 
temperature in May to approximately 40% for most 
sumer months. 

Figure 4. DYaESM model verification for Lake Julian day nunber 129 (8 May) to 325 (20  
Mendota in 1958. Computed vertical temperature November) and are in order of day number from 
profiles (solid connected dots) and observed left to right. Each date is offset by ~OC. Each 
(open squares) temperatures. Profiles were date has the same relative x scale, indicated by 
measured and compared approximately biweekly from the scales on the top of the figure for the 1st 

and 8th profiles. 



Changes in average monthly hypolimnion 
temperatures were also related directly to 
changes in air temperature, with mean water 
temperatures increasing in response to air 
temperature increases and decreasing in response 
to air temperature decreases (Figure 5B ) .  The 
response was again smaller than the change in air 
temperature and varied seasonally from 
approximately 45% of the change in air 
temperature in May to 25 to 30% for most of the 

Simulated thermocline depths displayed little 
response to changes in air temperature (Figure 
5C). There was a slight indication of shallower 
thermoclines from August to October with 
increasing air temperature; however, these 
changes were not statistically significant. 

PROJECTED RESPONSE TO FUTURE CLIMATIC CHANGE 

The future response of the thermal structure 
and ice phenology of Lake Mendota can be made 
based on climatic warming scenarios estimated 
from various General Circulation Models (Hansen 
and others, 1984; Manabe and Wetherald, 1986; 
Schlesinger and Zhao, 1988) in response to 
increased atmospheric C02 and other "greenhouse" 
gases in concert with the quantitative 
relationships found above. If all other non-air 
temperature parameters remain unchanged, a 
uniform monthly increase in air temperature of 
1°c should cause the responses listed in Table 1 
for Lake Mendota. With further increases in air 
temperature these responses should be 
approximately additive, i.e., a ZOC increase 
should cause the responses to double, etc. 
However, with a 4 and ~ O C  increase in air 
temperatures, results suggest the lake will often 
freeze and break up more than one time per winter 
which in turn will further shorten total ice 
duration (Figure 6). The frequency of refreezing 
should increase with continued warming. With a 
~ O C  increase, expected to occur around 2050 to 

Table 1. Seasonal response of Lake Mendota to a loC increase in air 
temperature, all other meteorological parameters were assumed 
to remain unchanged. 

Spring - Entire water column temperatures higher by 0.6506. 
Early Summer - Higher epilimnion temperatures by 0.5 to 0.6%. 

- Earlier stratification. 
- Higher hypolimnion temperatures by 0.30C. 

Mid - Late - Higher epilimnion temperatures by 0.4 to 0.50C. 
Summer - Little change in thermocline depths. 

- Higher hypolimnion temperatures by 0.30C. 
Fall - Higher epilimnion temperatures by 0.4 to 0.50C. 

- Longer stratification. 
- Higher hypolimnion temperatures by 0.4 to 0.50C. 

Early Winter - Mean freeze date delayed by 5 days. 
Late Winter - Mean break up date earlier by 6 days. 

- Mean total ice duration shorter by 11 days. 
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Figure 5. Estimated changes in the thermal 
structure of Lake Mendota in response to changes 
in air temperature. The simulated change in air 
temperature is labelled on each curve. All 
changes are differences from the mean monthly or 
seasonal values. All monthly and seasonal 
changes have the 95% confidence limits. (A) 
Change in mean epilimnion temperture. (B)  Change 
in mean hypolimnion temperature. ( C )  Change in 
mean thermocline depth. Mean epilimnion and 
hypolimnion temperatures are defined as the 
morphometrically weighted mean water temperature 
from 0 to 7m and 15 to 18m, respectively. 
Thermocline depth is defined as the depth of the 
maximum temperature gradient. 
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Figure 6. Expected future response of mean ice 
cover to climatic warming as projected by the 
Transient General Circulation Model from the 
Goddard Institute of Space Studies (Hansen and 
others, 1984). Projections were made using the 
"Freeze" and "Break up" models. Historical 
annual records and the best description of 
historical means are included (similar to Figure 
2). 

2060, mean ice duration should be reduced by 65 
days and results of the "Freeze" model suggest 
the lake should remain ice free all winter nieh a 
frequency of 1 out of 30 years. With increasing 
air temperatures the possibility of the lake not 
freezing in a particular winter will increase 
further. 

CONCLUSIONS 

Changes in the response of the thermal 
features of lakes, namely, epilimnion and 
hypolimnion temperatures, thermocline depth, 
freeze and break up dates, and total ice 
duration, are good quantitative indicators of 
past changes in air temperature. These 
parameters integrate the daily fluctuations in 
weather conditions, primarily air temperature, in 
a manner less subject to secular biases than 
other climatic indicators including 
meteorological measurements. Ice cover records 
are especially good climatic indicators because 
each ice parameter has a large response to small 
changes in air temperature. 

Other studies have estimated future climatic 
warming in response to increased levels of 
atmospheric C02 and other "greenhouse" gases 
using General Circulation Models. Higher air 
temperatures should cause the changes in water 
temperature and ice cover described for a l.OO@ 
increase to be multiplied by a factor equal to 
the increase in air temperature. With an 
increase of 4 to winters in which the lake 
freezes and breaks up more than once should 
become more common and further shorten ice 
duration. With an increase of 5O6, mean ice 
duration should be shortened by 65 days and the 
lake should remain ice free with a frequency of 

Because lake ice cover has a large 
response to changes in air temperature and 
because lake ice cover integrates air 
temperature over the seasons when climatic 
warning is projected to be largest (winter and 
spring), a lake's ice cover may be one of the 
best early indicators of climatic warming 
induced by the "Greenhouse Effect." 
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LONG-TEM CLImTE TmNDS Ah"D AGRICULTUML 

PRODUCTIVITY IN S O U T ~ S T   MICHIGAN^ 

James R, crum2 
G. Philip Robertson 
Fred Nurnberger 

Long-term meteorological data (1888-1988) were obtained 
for the Kalamazoo weather station to describe the 
precipitation and temperature patterns for the last 100 
years in the area surrounding the W.K. Kellogg Biological 
Station's Long Term Ecological Research site. Also, corn 
(ZEi3. ) yield data were obtained from the Michigan 
Department of Agriculture to examine relationships between 
the amount and timing of precipitation and harvested corn 
yield for the period 1945-1985 for Kalamazoo County, 
Michigan. 

Long-term temperature trends for Kalamazoo County, 
Michigan show a 0.5-1.0 OC increase in mean annual 
temperature since 1930. Nonurban records of less duration 
from a nearby rural site do not show this increase in 
temperature; possibly indicating this increase may be due 
to urban heat load from the City of Kalamazoo. Annual 
precipitation patterns show little change over the 1888- 
1988 period other than a greater frequency of above-normal 
amounts for years post 1330, and the strongest correlation 
between precipitation and yield occurred for the June-July 
precipitation period. 

Keywords: climate, corn, soils, variability 
agricultural productivity, Michigan 

Agricultural ecosystems differ from most 
natural systems in their disturbance regimes, in 
the restricted diversity of both plant species 
and plant life history patterns, in the levels 
of inputs (e.g. water, fertilizers, pesticides) 
added to the systems, and in their degree of 
human management. Agricultural ecosystems are 
managed to produce a crop that will return an 
economic profit. In all systems production is 

'presented at the 1988 LTER Climate Variability 
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Research Station, Boulder, Colorado, August 
1988. 

'~ssociate Professor of Soil Science, Michigan 
State University, East Lansing, MI; Assistant 
Professor of Soil Ecology, Kellogg Biological 
Station, Michigan State University, Hickory 
Corners, MI; and State Climatologist, Michigan 
State University, East Lansing, MI. 

dependent to one degree or another on the amount 
and timing of rainfall to satisfy crop demands 
for water, even where supplemental irrigation is 
used. In Southwest Michigan, annual field crops 
(mainly corn and soybeans) are planted in late 
April and May and harvested in October or 
November, Rainfall before and within this 
period is critical to crop success. Too much 
precipitation in the spring delays planting, 
decreasing the length of the growing season and 
grain yield. Too little precipitation delays 
crop emergence and makes the maturing crop 
susceptible to late season drought or frost. 
Midseason rainfall, during pollination and 
grain-fill periods, is equally critical: too 
little precipitation from late July to early 
September drastically reduces yield under rain- 
fed conditions and too much precipitation delays 
harvest and losses occur from stock lodging and 
grain spoilage. 

Between rainfall events all ecosystems 
depend on water storage in soil. Soils vary 
greatly in their ability to store water and 
buffer the effects of prolonged dry 
conditions. Thus the timing of rainfall events 
is especially critical in well-drained soils 



such a s  t h o s e  t y p i c a l  of W Michigan. 
I n  t h i s  paper  we I )  d e s c r i b e  p r e c i p i t a t i o n  

and tempera ture  p a t t e r n s  f o r  t h e  l a s t  100 y e a r s  
i n  t h e  a r e a  surrounding t h e  We#. Kellogg 
B i o l o g i c a l  S t a t i o n ' s  Long Term Ecolog ica l  

d i v e r s i t y  a r e  1 )  t h e  moderating c l i m a t i c  e f f e c t  
of t a k e  Michigan, 2 )  i n h e r e n t  s o i l  f e r t i l i t y ,  
and 3) proximity t o  s e v e r a l  l a r g e  populat ion 
c e n t e r s .  

Research (LTER) s i t e  i n  a g r i c u l t u r a l  ecology,  
and 2)  examine r e l a t i o n s h i p s  between t h e  amount 
and t iming  of p r e c i p i t a t i o n  and harves ted  corn RBS i s  about 65 krn n o r t h  of t h e  Indiana 
y i e l d  s i n c e  1945 f o r  t h e  county i n  which t h e  border  and 95 km east of Lake Michigan, It is  
LTER s i t e  is  l o c a t e d ,  e a s t  of Michigan's f r u i t  b e l t  and t h e  snow b e l t  

t h a t  ex tends  north-south a long  t a k e  Michigan's 
SITE DESCPlIPTION W mmODS e a s t e r n  s h o r e *  The c l i m a t e  fs p r i m a r i l y  

c o n t i n e n t a l  i n  c h a r a c t e r  but t he  marine 
i n f l u e n c e  of Lake Michigan i s  sometimes 
expressed (Strommen 1971). The most n o t i c e a b l e  

Fourteen thousand y e a r s  ago Michigan's l a k e  e f f e c t ,  t h e  r e s u l t  of p r e v a i l i n g  w e s t e r l y  
Lower Pen insu la  was covered by g l a c i a l  i c e  winds, i s  increased  c loudiness  and milder  
advancing from t h r e e  b a s i n s :  ( I )  t h e  Lake E r i e  temperatures  dur ing  t h e  f a l l  and w i n t e r  months. 
b a s i n  t o  t h e  s o u t h e a s t ;  ( 2 )  t h e  Saginaw-Huron 
bas in  t o  t h e  due e a s t ;  and ( 3 )  t h e - l a k e  Michigan 
b a s i n  t o  t h e  west. Upon r e t r e a t  of t h e  g l a c i a l  
lobes ,  some 12,000 y e a r s  BP, g l a c i a l  outwash 
(mainly sand and g r a v e l )  was depos i ted  over  much 
of Southwest Michigan, i n c l u d i n g  t h e  a r e a  around 
t h e  Kellogg B i o l o g i c a l  S t a t i o n  (KBS). A v a r i e t y  
of s o i l s  have formed on t h i s  sandy-textured 
paren t  m a t e r i a l :  M o l l i s o l s  i n  a r e a s  of f l a t  
topography t h a t  supported p r a i r i e  v e g e t a t i o n  and 
A l f i s o l s  i n  a r e a s  wi th  more r o l l i n g  t e r r a i n .  At 
KBS, p r i n c i p a l  s o i l s  a r e  A l f i s o l s  of t h e  
Kalamazoo s e r i e s  (Fine-loamy, mixed, mesic Typic 
Hapluda l f s )  and Osktemo s e r i e s  (Coarse-loamy, 
mixed, mesic Typic Hapluda l f s ) .  These two s o i l s  
a r e  q u i t e  s i m i l a r ,  d i f f e r i n g  mainly i n  t h e  
t h i c k n e s s  of t h e  c l a y  loam t e x t u r e d  upper 
a r g i l l i c  horizon. The Kalamazoo has a  t h i c k e r  
upper Bt horizon than  t h e  Oshtemo and t h e r e f o r e  

The long-term meteoro log ica l  d a t a  (1888- 
1988) on which much of our  r e s u l t s  a r e  based 
were ob ta ined  from t h e  Ralamazoo, Michigan 
weather  s t a t i o n  l o c a t e d  approximately 15 km 
southwest of t h e  KBS LTER s i t e .  The s t a t i o n  was 
opened i n  June of 1867 on t h e  grounds of t h e  
S t a t e  Regional P s y c h i a t r i c  Hospi ta l  (85 O ,  36 " 
W ; 42 O ,  17 ' M ; e l e v a t i o n  288 m), It has  
been i n  cont inuous o p e r a t i o n  s i n c e  opening. The 
Hospi ta l  i s  loca ted  on one of t h e  h ighes t  
topographic p o s i t i o n s  i n  Xalamazoo (popula t ion  
85,000);  e f f e c t s  of urban h e a t  load on t h e  
temperature p a t t e r n s  a r e  unknown. 

&$SaTS W DISCUSSION 

has a g r e a t e r  water  ho ld ing  capac i ty .  
A g r i c u l t u r e  i n  southwest Michigan i s  a s  

v a r i e d  a s  t h e  s o i l s  of t h e  region.  Major 
a g r i c u l t u r a l  commodities i n c l u d e  g r a i n  and 
forage  crops (corn ,  soybeans, wheat,  o a t s ,  hay) 
f r u i t  crops ( a p p l e s ,  c h e r r i e s ,  peaches, g rapes ,  
pears ,  plums, b l u e b e r r i e s )  vege tab les  
(asparagus ,  c a r r o t s ,  c a u l i f l o w e r ,  c e l e r y ,  
cucumbers, tomatoes, l e t t u c e ,  onions)  f lowers  
(bedding p l a n t s ,  po t ted  p l a n t s ,  c u t  f lowers )  and 
animals  (beef  and d a i r y  c a t t l e ,  hogs, 
p o u l t r y ) ,  Michigan ranks among t h e  top  f i v e  
s t a t e s  f o r  many of t h e  above c rops  ( p a r t i c u l a r l y  
f r u i t s  and vege tab les )  and among t h e  top  10 f o r  
most. Major reasons f o r  t h i s  a g r i c u l t u r a l  

Because day-to-day weather  i n  SW Michigan 
i s  c o n t r o l l e d  l a r g e l y  by t h e  movement of 
p ressure  systems a c r o s s  t h e  c o n t i n e n t ,  KBS 
seldom exper iences  prolonged p e r i o d s  of e i t h e r  
h o t ,  humid weather i n  t h e  summer o r  extreme co ld  
during t h e  w i n t e r  (Table  1 ) .  The 30-year (1951- 
1980) mean annual  temperature is  9.2 'C and t h e  
mean annual  p r e c i p i t a t i o n  i s  86.2 cm (Table 
I ) ,  F igures  1 and 2 show t h e  mean annual  (MA) 
temperatures  and t o t a l  p r e c i p i t a t i o n  f o r  t h e  
years  1888-1988. The d e v i a t i o n  from t h e  
c a l c u l a t e d  30 year  normal (1951-1980) i s  q u i t e  
l a r g e  f o r  both MA temperature and p r e c i p i t a t i o n ,  

Table 1. Temperature and P r e c i p i t a t i o n  Normals f o r  t h e  Kellogg B i o l o g i c a l  
S t a t i o n ,  1951-1980, 
............................................................................ 

J a n  Feb Mar Apr May Jun J u l  Aug Sep Oct Nov Dec Ann ............................................................................ 
Temp(C) 

max -0.9 1.0 6.6 14.9 21.6 26.6 28.8 27.9 24.0 17.4 8.7 1,8 14.9 
m i  n  -9.6 -8.9 -4.0 2.3 8.1 13.4 15.7 14.9 11.1 5.4 -0.2 -6.1 3.5 
mean -5.2 -3.9 1.3 8.6 14.8 20.0 22.3 21.4 17.6 11.4 4.3 -2.2 9.2 

Precip(mm) 
mean 45 36 51 89 80 106 86 89 75 73 68 57 855 



Figure 1. Mean annual temperatures (a) and 
5-year running means (b) mean annual term for 
the longest-running Kalamazoo County weather 
station over the period 1888-1988. 

fi- 
t 
j: 

Figure 2. Mean annual precipitation (a) and 
5-year running means (b) of mean annual 
precipitation for Kalamazoo County, Michigan. 

suggesting high year to year variability. Five- 
year running means suggest that both temperature 
(Fig. lb) and precipitation (Fig. 2b) may be 
gradually increasing: recent temperatures 
appear to be -5-1.0 OC higher than in the 1880- 
1930 period, and post-1930 precipitation means 
are more frequently above the 100 y norm. The 
effect of urban heat load on this trend is 
unknown but potentially significant; available 
data (1930-present) from the Gull Lake weather 
station (located on the Kellogg Biological 
Station grounds) shows no consistant increase in 
temperature or precipitation since 1930. 

Soil Water Balance 

The primary soil on the KBS LTER site is in 
the Kalamazoo series. Available water-holding- 
capacity (WHC) of this soil is approximately 150 
mm to 1.5m depth. The soil-water balance 
(Fig.3) indicates that precipitation is greater 
than potential evapotranspiration (PET) from 
about the middle of September through late 
April, and that stored soil water together with 
precipitation is used through the summer 
months. Typically a soil-water deficit occurs 
in August, with a duration dependent on the 



t iming  of summer r a i n f a l l .  For  example i n  1988 
KBS r e c e i v e d  below normal p r e c i p i t a t i o n  from May 
through mid-July and then  above normal f o r  t h e  
remainder of t h e  year .  A s o i l  wate r  d e f i c i t  
occurred e a r l y  and s t r o n g l y  a f f e c t e d  crop 
y i e l d s ,  though so i l -wate r  recharge occurred t h e  
remainder of t h e  year. Desp i te  t h e  growing- 
season drought ,  s o i l s  were a t  o r  near  f i e l d -  
c a p a c i t y  a t  t h e  beginning of t h e  1989 crop year .  

- 
PET 

Figure  3. Monthly p r e c i p i t a t i o n  means and 
annual  s o i l  water  balance f o r  a  Kalamazoo S o i l ,  
150mm water-holding-capacity. P r e c i p i t a t i o n  and 
PET based on 30-year (1951-1980) means.. 

Yield vs. p r e c i p i t a t i o n .  

We used Michigan A g r i c u l t u r e  S t a t i s t i c s  f o r  
F i e l d  Crops (Borum e t  a l e ,  1950, 1960; Fedewa e t  
a l . ,  1983, 1986; Hines e t  a l . ,  1970, 1976, 1980) 
f o r  t h e  y e a r s  1945 through 1985 f o r  Kalamazoo 
County corn  y i e l d s  t o g e t h e r  wi th  Kalamazoo 
weather d a t a  t o  t e s t  t h e  hypothes i s  t h a t  annual  
amounts of p r e c i p i t a t i o n  a r e  not  a s  important  a s  
p r e c i p i t a t i o n  t h a t  occurs  dur ing  t h e  crop 
growing season ,  when PET is g r e a t e r  than 
p r e c i p i t a t i o n  (Fig.  3) .  

Corn y i e l d s  have increased  remarkably i n  
Kalamazoo County s i n c e  1945 (Fig.  4 ) .  This  
i n c r e a s e  i s  due mainly t o  increased  f e r t i l i z e r  
use,  improved crop v a r i e t i e s ,  and t h e  use of 
h e r b i c i d e s  and p e s t i c i d e s .  I n  o r d e r  t o  r e l a t e  
y i e l d s  t o  p r e c i p i t a t i o n  p a t t e r n s ,  we at tempted 
t o  remove such changes i n  management a s  a  f a c t o r  
by express ing  Kalamazoo y i e l d s  a s  a  r a t i o  of 
Kalamazoo y i e l d s  t o  y i e l d s  from Lenawee 
County, Lenawee County, l o c a t e d  i n  SE Michlgan 
near  Lake E r i e ,  i s  t h e  most p roduc t ive  ( g r e a t e s t  
y i e l d  per  a r e a )  county f o r  corn i n  Michigan 
because t h e  s o i l s  g e n e r a l l y  have a h igher  water- 
holding c a p a c i t y  which b e t t e r  b u f f e r s  a g a i n s t  
short- term drought. Our hypothes i s  p r e d i c t s  
t h a t  changes i n  t h e  Ka1amazoo:Lenawee product ion 
r a t i o  a r e  due s t r i c t l y  t o  c l i m a t i c  f a c t o r s .  
Management f a c t o r s  a r e  presumed t o  be equ iva len t  
f o r  t h e  two c o u n t i e s *  Monthly weather d a t a  f o r  
Lenawee were accumulated from t h e  Adrian 
S t a t i o n ,  l o c a t e d  i n  t h e  geographic c e n t e r  of t h e  

Figure 4. Corn y i e l d s  1945-1985 i n  Kalamazoo 
and Lenawee count ies .  

county. To remove d i f f e r e n c e s  due t o  t o t a l  
annual  p r e c i p i t a t i o n  we have a l s o  expressed 
p r e c i p i t a t i o n  a s  a  r a t i o  of Kalamazoo vs. 
Lenawee count ies .  

We found very weak c o r r e l a t i o n s  between 
r a i n f a l l  and corn y i e l d s  f o r  both annual  (Fig.  
5) and key-month (Fig.  6a-d) per iods .  
Never the less ,  c o r r e l a t i o n  was s t r o n g e r  (r=Oe36, 
n=41, p<.025) f o r  t h e  July-August per iod  ( J u l y -  
August p r e c i p i t a t i o n  r a t i o s  vs. annual  y i e l d  
r a t i o s )  t h a n  f o r  e i t h e r  annual  p r e c i p i t a t i o n  
(r=.22, n=41, p>.5) o r  p r e c i p i t a t i o n  i n  any 
o t h e r  2-month per iod  (r<.06) .  This  sugges t s  
t h a t  annual  y i e l d s  a r e  indeed most s e n s i t i v e  t o  
p r e c i p i t a t i o n  d e f i c i t s  i n  t h e  July-August 
per iod ,  a s  p r e d i c t e d  above based on our  
knowledge of t h e  s o i l  wa te r  balance (Fig. 3 ) .  
E a r l i e r  i n  t h e  growing season p r e c i p i t a t i o n  i s  
no t  a s  important  a p r e d i c t o r  because s t o r e d  
so i l -wate r  is g e n e r a l l y  a v a i l a b l e  and t h e  
p l a n t ' s  water  demand i s  not a s  g r e a t .  

I) $3.- 6.8 0.3 i I.! 1.2 1.3 L.j 1.5 

Figure  5. Ra t ios  of corn y i e l d  (Kalamazoo: 
Lenawee c o u n t i e s )  vs .  annual p r e c i p i t a t i o n  
(Ka1amazoo:Lenawee) f o r  t h e  per iod  1945-1985. 



MGy-~una Pmc~pitatirr Ratio 

dupe-.uly Prslcipikction Ratio 

Figure 6. Ratios of corn yield (Kalamazoo: 
Lenawee counties) vs. precipitation for the 
periods of a) April-May, b) May-June, c) June- 
July, and d) July-August, 1945-1985. 

That our correlations are not stronger 
could be due to a number of factors. First, 
precipitation data are from a single county 
station while yield estimates are from the 
entire county. Summer precipitation is mainly 
in the form of afternoon showers and 
thunderstorms (Strommen 1971) with relatively 
small impact areas* A single weather station 
may thus only roughly represent county-wide 
means. A second source of error is county-wide 
differences in water holding capacities among 
soils under corn cultivation. Small differences 
in WHC will significantly affect a crop's 
ability to weather short-term, midseason 
drought, and thus have a significant effect on 
the relationship of midseason precipitation to 
county-wide yields. Finally, bimonthly (e.g. 
June-July) means may not sufficiently resolve 
precipitation patterns that affect corn 
growth. Corn is most susceptible to drought 
stress during tasseling, silking and early ear 
growth. 

1. Long-term temperature trends (1888-1988) for 
Kalamazoo County, Michigan show a 0.5-1.0 OC 

increase in mean annual temperatures since 
1930. Some portion of this increase is 
likely due simply to urban heat load at the 
weather station site- Monurban records of 
shorter duration (Gull Lake, 1930-1988) do 
not show consistantly increasing temperature 
for the post-1930 period. 

2, Annual precipitation patterns show little 
change over the 1888-1988 period other than 
a greater frequency of above-normal 
precipitation years post-1930, 

3 .  County-wide corn yields and single-station 
precipitation patterns were weakly 
correlated, The strongest correlation 
between precipitation and yield occurred for 
the June-July precipitation period. The 
soil water deficit is also highest for this 
period. 
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GLIP%TE VARIABILITY AT NIWOT RIDGE IN THE TWENTIETN CENTURY 1 

David Greenland 2 

Abstract.--The climate of Niwot Ridge displays abnormally low 
temperatures in the early 1980's and an overall downward trend 
in temperature. Some cyclicity appears in the data series of 
annual values of both temperature and precipitation. Silver 
Lake annual precipitation data show only a slight downward trend 
when the extremely high value for the year of 1921 is excluded. 
Implications of these changes for the alpine tundra ecosystem 
are briefly discussed. 

Keywords: Climate Change, Climate Analysis, LTER, Ecosystem 
Response. 

INTRBDUCT ION 

The climate of Niwot Ridge, Colorado is espec- 
ially important because of the large amount of re- 
search in physical geography and ecology which is 
performed there. It has been the site of research 
in the International Biological Programme, the 
Man and the Biosphere Program, and, more recently, 
the Long-Term Ecological Research Program (LTER). 
It is over 16 years since Barry (1972, 1973) pro- 
vided a much quoted analysis of the climatic ob- 
servations at the site. Since that time meteoro- 
logical observations have continued to be made and 
it is fitting that a new analysis of the record 
be undertaken, not only because of the increasing 
frequency of LTER-related and other studies at 
the site but also because of the current general 
interest in climatic variability and global 
change. 

This paper focuses on monthly mean and annual 
values of temperature and precipitation for the 
C1 and Dl stations on Niwot Ridge and on other 
nearby stations. The establishment of the Niwot 
Ridge stations is described by Greenland (1987). 
Data associated with the Niwot Ridge stations are 
presented for 1952-1987 and additional precipita- 
tion data from Silver Lake, 1 Ism, southwest of 
C1, are analyzed from 1915. The Ridge, along 
with the nearby Green Lakes valley to the south, 
is the locus of research operations in the LTER 

program. The site and its synoptic climate is 
described briefly. Most attention in the climate 
analysis is given to the years 1951-80, the time 
selected by the LTER Intersite Climate Committee 
for cross site comparison. Considerable effort 
was given to estimating early and missing values 
in the Niwot Ridge data using values from the 
nearby Allenspark observation site. The resulting 
data series are analyzed to give a climatic de- 
scription of the site including information on 
the long-term average water balance and temporal 
variation. Station data are: 

Station Latitude Longitude Elevation 
Degrees N. Degrees W. Meters 

Como, 
C1 40 02' 105 32' 3048 
Niwo t Ridge, 
Dl 40 03' 1015 37' 3749 
Boulder 40 02' 105 16' 1638 
Allenspark 40 12' 105 32' 2591 
Silver Lake 40 02' 105 35' 3109 

Readers who are interested in climatic variables 
and values other than monthly mean and annual 
temperature and precipitation should refer to 
other sources listed in the Front Range alpine 
and subalpine bibliography compiled by Halfpenny 
et al. (1986). A more comprehensive version of 
this paper has been presented elsewhere 
(Greenland, 1989) . 

- 

If Presented at the LTER Workshop on Climate 
Variability, Niwot Ridge Green Lakes Valley LTER 
Site, CO, August 21-23, 1988. 

2 1  Professor of Geography, Department of Geog- 
raphy, Campus Box 260, University of Colorado, 
Boulder, CO 80309. 

THE SITE AND ITS SYNOPTIC CLIMATOLOGY 

The Niwot Ridge site is in an alpine tundra 
ecosystem. The Ridge stretches eastwards from 
the Continental Divide and the area of most 
studies is found between the Cl station at 3048 m 



and the Dl station at 3750 m with the treeline 
being found at approximately between 3350 and 
3500 m. On the ridge and in the Green Lakes 
valley to the south, there are many distinct 
topoclimates associated with such factors as 
saddles and knolls, moraines and other glacial 
and perigfacial features, semipermanent snow 
banks, and permanent ice and lakes, 

The synoptic scale climate of the area is 
controlled by the mid-latitude, continental lo- 
cation and by the elevational and topographical 
situation. The high elevation causes low air 
temperatures at all times of the year. Air 
temperatures are effectively further depressed 
by the high velocities of the wind which gives 
rise to low wind chill values. The mid-conti- 
nental location leads to a large temperature 
range between summer and winter but this large 
range is more marked at the lower elevations. 
Precipitation-carrying storms are brought over 
the site in the winter and spring by the upper 
westerly flow. In these seasons, snow is 
brought from the west at higher elevations. Snow 
is also brought from the east, at the lower 
elevations, by cyclonic easterly, upslope flow 
developing to the east of the Continental Divide. 

Tdble 1 

SUMMRRY STRTlSTICS D l  

TEMPERATURE 
Ueg. C. 

Jar1 Feb Mar 
Mort Mean -13.15 -12.77 -11.23 

Rn Mean -3.71 5 t  Ueu 6.06 

MeanMxT -10.09 -9.61 -7.60 
MeanMi T -16.21 -15.94 -14.86 

Mean Temp Warmest Month 8.23 
Medn Temp Coldest Month -13.15 

Rnr-tual Range o f  Monthly Mean Temps 

Num months w i th  mean temp 30 

Num months w ~ t h  mean temp > 15 

Highest monthly mean i n  reco rd  pe r  
Lowest monthly mean i n  reco rd  per 

These storms are responsible for the spring 
m a x i m  of precipitation. In the sum~er, rain- 
fall is produced from localized convectional 
storms. Fall is the driest season. 

mTHODS OF DATA PROCESSING AND mALYSIS 

There are two principal probiems in creating 
monthly and annual summaries for the Cl and Dl 
stations. First, there are occasional data gaps 
when data were simply not collected. Second, 
until November 1964 there was no wind shield 
around the precipitation gauge at the Dl site. 
This gave rise to significant under-catch in Dre- 
cipitation, particularly in the winter. 

Estimates of the missing values caused by the 
above problems were given by standard climato- 
Logical techniques of using regression analysis 
or by ratios with observed values from a nearby 
station (Brooks and Carruthers, 1953). The most 
suitable station for use in this analysis is that 
of Allenspark located 28 krn almost due north of 
the Cl station. It is the nearest station that 
has a Long enough climate record and is in the 

Rpr i 1 May June July Rug 
-7.01 -U.Bb 4.60 8.23 7.06 

-3.32 2.68 8.74 12.43 I l .U0 
-10.7U -4.40 0.46 4.01 3.11 - 

St  Dev 0.88 
St  Dev 1.35 

21.38 

4 

0 

10.48 
-17.5Ej 

Sept Oc t Nov Dec 
3.39 -2.13 -8.34 -11.77 

Jan Feb Mar R p r i l  May June J u l y  Bug Sept 0c 'c Norz Dec 
Mort mean 102.5 BU. I 127.8 100.1 87.5 59.5 50.5 hZ. 1 49.1 4U. 3 80.3 90.1 

Mean annual tut.al 930.0 

Wettest year ~n per iod 1427 
U r ~ e s t  gear i n  per rod 54 1 

Monthly t o t a l s  dur ing u e t t e s t  year i n  pe r iod  
Jan Feb Mar R p r r l  
209 121 235 220 

Monthlg t o t a l s  dur lnq d r i e s t  year i n  pe r iod  
Jan Feb Mar R p r i l  
22 20 54 52 

Year 19774 
Maid June J u l y  

4 5 l 00 9c; 

Year 1954 
Hay June Ju l i j  

7 1 11; 6 1 

Auy Sept 0c t 
12 4 9 104 

Rug Sept Dct 
48 64 35 

Nuv Dec 
79 157 

Nosi Oec 
55 43 

Tot-a1 p r e c ~ p  i n  months w i t h  temp "0  22 1 



same climatic regime as the Niwot stations with 
its high latitude, east of the Continental Divide 
location. The Allenspark data and their treat- 
ment are described by Greenland (1987). During 
the analysis of the Niwot data it was determined 
that any slight discrepancies in values quoted by 
Karr (1961) and Barry (1972, 1973) are due to 
variations in the ways in which missing values 
for individual days are treated. Estimated 
values of monthly precipitation for the Dl station 
for the years 1951-1964 are used in the data pre- 
sented in Table I. A new study comparing precipi- 
tation values from unshielded and shielded rain 
gauges for a limited time during the 1951-1964 
period suggests that the synthetic values are 
quite reasonable (Clark and Halfpenny, pers. comm. 
1989). 

Water Budget Computati- 

Water budget computations were made based on 
the Thornthwaite technique (Thornthwaite and 
Mather, 1957) and using an adaptation of a program 
by Willmott and Rowe (1985), which was based on 
and is more fully described by Willmott (1977). 
The technique is not fully applicable for this 
area owing to its neglect of such factors as 
windspeed, humidity conditions, and a direct net 
radiation input. It is useful, however, to give 
a relative comparison between the Dl and Cl sites 
and also between other LTER sites. The latest 
version of the program, which incorporates snow- 
pack water equivalent and snowmelt, gives a 
vivid impression of the importance of snowmelt in 
the Niwot Ridge area. 

Time Series Analysis 

The data were preprocessed as follows. Month- 
ly data values in Lotus worksheet files were con- 
verted to ASCII files. The ASCII files were up- 
loaded onto the University of Colorado VAX 8550 
cluster. SAS data sets were created for time 
series modeling and ASCII data sets of annual 
data values were created for spectral analysis. 

The prepared data sets were plotted as time 
series and examined. Trends were investigated by 
fitting quadratic regressions. Exploratory 
modeling of the annual data values took the form 
of identifying the best fitting Autoregressive 
(AR) and Autoregressive Integrated Moving 
Average (ARIMA) models using an iterative process. 
Autocorrelation functions (ACF) and Partial 
Autocorrelation functions (PACF) were used to 
guide initial estimates of parameters. 

In order to perform the spectral analysis first 
the time series were smoothed and detrended. 
Next the ACF of the detrended series was checked 
for Markov persistence using the first three 
values of the ACF. Confidence intervals for which 
Markov persistence did not exist were dismissed. 
The spectral peaks in frequency cycles per year 
were translated into periods. The Nyquist Ere- 
quency prevents the detection of periods of less 
than 2 years. Nost of the present analyses show 
a sharp rise at the two year period perhaps due 
to the 1-year autoregressive component evident in 
most of the time series. 

Annual precipitation values for Silver Lake 
were prepared for time series analysis in the 
following manner. Unpublished microfiche data 
for 1910 to 1985 and published hWS data for 1310 
to 1950 were combined to form what was believed 
to be the most accurate data set. Data from 
Allenspark for 1945 to 1985 and from 61 from 1951 
to 1987 were assembled for regression analyses to 
help simulate missing data values. There were 
too many missing values between 1910 and 1913 so 
the final modified data set which was analyzed 
consisted of the 74 data points between 1914 and 
1987. The analysis was then performed in the 
same manner as for the C1 and Dl data as previous- 
ly described. 

DISCUSSION OF RESULTS 

Climate Description 

Summary statistics for Dl and C1 for the years 
1951-80 are presented in Tables 1 and 2. These 
clearly show the severity of the climate at Dl 
on the tundra. Important characteristics include 
(1) the existence of only four months with temper- 
ature above freezing, (2) the large annual range 
of monthly mean temperatures, (3) the relatively 
large variability in intra-annual precipitation, 
(4) the winter and spring precipitation maximum, 
and (5) the small amount of precipitation arriving 
in a "growing season" defined as one having 
monthly mean temperatures above O°C. C1 station, 
below the treeline, shows (1) an extended grow- 
ing season, (2) an almost equally large range of 
monthly mean temperatures, and (3) a more clearly 
defined spring precipitation maximum. The rela- 
tively small amount of precipitation arriving in 
the "growing season" is misleading in this case 
because of the importance of snowpack. Whereas 
much of the snowfall arriving at Dl is blown away 
and never becomes available to the plants, at C1 
winter snowfall largely resides as a snowpack on 
the ground between the trees and becomes avail- 
able to the vegetation during the spring melt. 

Water Budget 

Water budget analysis suggests that about half 
of the precipitation at C1 is lost by evapo- 
transpiration while the rest is lost by surface 
runoff of percolation into the soil. At Dl, in 
contrast, only about a third of the precipitation 
is Lost by evapotranspiration, while the rest of 
the greater amount of precipitation is lost as 
runoff or, more realistically, percolation into 
the soil. The importance of the spring thaw is 
seen at both sites. 

Temooral Variation 

Some of the most interesting findings of the 
present study are associated with the time series 
analysis of the data. Although analyses were 
performed for both the Cl and the Dl stations only 
diagrams for the latter are described here in de- 
tail. Pertinent points relating to the C1 ana- 
lyses are summarized but in general the same over- 
all characteristics appearing in the Dl data are 
also seen in the Cl data. 



Table 2 

SUMMARY STRTISTICS & I  

Jan Feb Mar H p r ~ l  May June J u l y  Rug Sepk 0c t. Nov Uec 
MoreMean -7.49 -6.70 -5.51 -1.24 3 -75  8.63 11.91 1O.95 7.40 3.16 -3.26 -6.02 

Rn Mean 1.30 S tDev  0.60 

Mean Mx T -3.09 -1.49 -0.21 4.06 9.39 15.47 19.18 17.91 14.13 9.28 1-78 -1.41 

Mean MI T -11.90 -11.91 -10.80 -6.55 -1.89 1.78 4.64 3.99 0.67 -2.96 -8.30 -10.62 

Mean Temp Warmest Month 11.91 StDev 0.96 
Mean Temp Coldest Month -7.49 S t  Dev 1.58 

Ftrtrsual Range o f  Month1 y Mean Temps 19.40 

Num months wxth mean temp >0 6 

Num i~tonkhs w 1 t h  mean t e t ~ ~ p  5 0 

Highest month1 y mean i n  record per 13.75 
Lowest month19 mean in  record per - I f .  34 

PRECIPITATION 
ITI m 

Jan Feb Mar A p r i l  May June Ju ly  Rug Sept U c t  Nov Uec 
Monmean 50.3 45.1 67.2 85.4 85.3 51.8 65.3 59.3 50-2 37.0 46.9 45.0 

Mean annual total 692,0 

Wet.test year i t 1  per1013 949 
Dr ies t  year i n  period 395 

Monthly t o t a l s  during wettest year- i n  perlad Year 1957 
Jan Feb Mar R p r l l  May June Jult j  Rcty Sept Dc t 

65 46 52 199 1 ti5 84 BY 76 4 3 62 

Morithly t o t a l s  during d r i e s t  year I n  period Year 1954 
Jan Feb Mar H p r i l  May June Ju lq  Hug Sept Oct 

13 113 :3:3 20 47 :3 78 42 7 1 2 8 

Annual temperatures at Dl (Figure 1) are note- 
worthy for their year to year variability from 
1951 to 1980 with a standard deviation of 0.64 
"C around a mean of -3.71 'C and for the relative- 
ly low temperatures in the early 1980s. A quad- 
ratic regression curve fit to the data series 
indicates a general decreasing trend with the 
steepness of the descent being greater in the 
second part of the series. There is a linear 
trend over the data period of -0.0013°~ per year 
for the first part of the period from 1951 to 
1980. Although Barry (1973) did not find a signi- 
ficant trend for the Dl data, he did find a down- 
ward trend of -0.07'~ per year for the C1 data. 
The Linear trend for the whole data set including 
the low temperature values a£ the early 1980s 
yields a downward rate of - 0.05 'C per year. 
Five year running means of this data series 
emphasize low temperatures of the early 1980s. 
There also is a suggestion of a decreasing trend 
from 1953 to the mid-1940s and a slight increase 
from here to the beginning of the 1980s. 

It is important to consider whether the period 
of low temperatures in the early 1980s, which 
might be called the Niwot Minimum, is real or not. 
Since the Minimum appears at both Dl and C1, it 

Nov Dec 
23 19 

Nuv Dec 
32 113 

is unlikely that the feature is due to some charac- 
teristic of one of the sites. The observing 
personnel did change in 1980, but calibration pro- 
cedures and instrument did not and the new ob- 
server is not aware of any instrumental or pro- 
cedural reason for the appearance of the Minimum. 
The likelihood of observational or instrumental 
error would be decreased if similar changes were 
seen in nearby, independent systems. Unfortunate- 
ly there are many missing data for the Allenspark 
station between 1979 and 1983 and in 1984 its 
location was changed from a ridge site to a 
valley site 46 m lower and 2.4 km to the north. 
Thus, temperatures at Allenspark for 1984 and 1985 
that are significantly lower than the 1951-1980 
mean, although being consistent with the Niwot 
Minimum, may reflect the site change. Annual 
mean temperatures at Nederland (8.5 km south 
southwest of C1) for 1982-85 are about 1.5'~ 
lower than in 1980 and 1981, but are higher than 
in the previous decade. Annual mean temperatures 
at Boulder during the Niwot Minimum are lower 
than in the previous three decades. Other pieces 
of information that support the reality of the 
Minimum exist. First, there were positive mass 
balances of ice in many of the glaciers near 
Niwot Ridge in the years of the early 1980s 



D l  - TEMPERATURE 
RAW DATA 

Figure 1. Annual Mean Temperatures at Dl Station 1950-1987 

(Caine, pers. comm. 1986). Second, in the Saddle 
(on Niwot Ridge about halfway between Cl and Dl), 
snowpack remained unusually late in 1982 and 1934. 
In 1984, the summer snowpack did not melt out 
until the winter snowfalls came. Thus, although 
it will have to remain a judgement call, the event 
is more likely to be real than not. 

One of the important implications of the Niwot 
Minimum, if it is real, is that any search for 
warming due to global greenhouse gas enhancement 
will be unlikely to be fruitful at the Niwot site 
because of the influence of the temperature values 
of the early 1980s on the time series analysis. 

A time series model forecast provides two pieces 
of information. First is the forecast itself and 
second is time series diagnostics that go to pro- 
duce the best forecast model. Autoregressive 
Integrated Moving Average Forecasting Models 
(ARIMA) are characterized by the statistics p, d, 
and q where p is the number of periods in an 
analysis where a partial autocorrelation function 
is used, d is the number of difference times em- 
ployed to render the time series stationary from 
an otherwise potentially nonstationary one, and q 
is the number of periods (years) in the weighted 
moving average. Thus, in a general model such as 
ARIMA (p,d,q) the values of p and q will be 

somewhat indicative of the potential cyclicity in 
the data (in this case in years). 

The best forecast model for Dl annual temper- 
ature values simulates trends quite well although, 
typically for these kinds of models, under- 
estimating peak and low values. There is also a 
one year lag of forecast to observed values 
(with observed values occurring one year before 
they are forecast by the model). It is not 
possible to estimate what confidence to attribute 
to the forecast. With this caveat in mind, it is 
worth noting that the model projects higher 
temperatures for the turn of the decade followed 
by somewhat lower values in the first half of the 
next decade and higher values in the second half. 
Model parameters indicate some importance of 2 and 
5 years value recurrence at Dl and 2, 13, and 14 
year recurrence at Cl. 

Spectral analysis suggests significant sta- 
tistical periodicities in D l  temperature values at 
9.00 and 7.20 years and in C1 temperature values 
at 12.00 and 9.00 years. High-frequency cycles 
near two years are believed to be a function of 
the methodology rather than reality, 



Annual precipitation values at Dl demonstrate 
high inter-annual variability. The 1983 value, 
which occurred during the first five years of LTER. 
studies at the site, was the highest in the 37- 
year record. The sumer (JJA) precipitation for 
1984 was also the highest of all comparable values 
in this record. There is a small upward trend in 
the record when fitted with a quadratic regression 
curve. Although when scaled to emphasize trend 
the 5-year running mean does suggest an upward 
trend with dry years in the mid 1950s, around 
1970 and in the late 1970s. The best ARIMA. Eore- 
case model does well in simulating high and low 
values, but shows a lag of one year between fore- 
cast and observed values, It does not project any 
large changes into the next century. Spectral 
analysis of the Dl annual precipitation record 
manifests significant peaks at 7.19 and 9.00 years. 

The Silver Lake annual values of precipitation 
again show high year to year variability but are 
important in that they are able to place some of 
the Niwot Ridge values into a better temporal per- 
spective. For example, 1983 is shown here to have 
only the second highest precipitation value in the 
years back to 1951. More importantly an idea of 
the largest possible precipitation for the area is 
shown by high values in 1921 about which more will 
be said later. A linear regression of these data 
shows only a small downward trend but the 5-year 
running means suggest that this may be due to the 
1921 value and that the upward trend previously 
seen in the Dl data might be continuous from the 
dry period of the mid-1920s. The best ARIMll model 
forecast does less well in simulating amplitude 
and suggests only a continuation of the small up- 
ward trend through to the end of the century. No 
highly significant low frequency periodicities 
are shown by the spectral analysis although in- 
teresting high spectral values significant at the 
80% confidence level are found at 14.71 and 12.35 
years. The last of these parallel the 12.05 year 
periodicity found in Dl precipitation at the same 
confidence level. 

The year 1921 is identified as an extraordinary 
high precipitation year at Silver Lake and pre- 
sumably in the Niwot Ridge area. Monthly values 
(Table 3) indicate winter, spring, and the month 
of June had high values. Potential snow equiva- 
lents at 1/10 and 1/25 ratios for the winter 
months are also provided. Tf all precipitation 
fell as snow in April and none melted or blew 
away and the higher conversion ratio is used the 
15.8 m (51.84 ft) falling on the previous snow- 
pack would certainly have buried much of the 
vegetation. 

Implications for the Ecosystem 

It is difficult to say exactly how the climate 
changes described above would affect the eco- 
system, if at all. 

Some preliminary points are in order. First, 
it is not necessarily annual values of temperature 
and precipitation that have the most marked effect 

on the alpine ecosystem. In many cases, the snow- 
pack development in the spring, and the growing 
season conditions are the most important. To the 
extent that annual values are indicative of these, 
then the annual values might have greater utility. 
With respect to this it has been shown that the 
sumer temperature values play a large role in 
affecting the annual temperatures for C1 and Dl 
(Greenland, 1987). Second, it is hard to deter- 
mine the effect of runs or patterns of years 
with similar values as opposed to individual 
years of hlgh or low values. Greenland et al. 
(l985a) showed that the 1983 and 1984 years show- 
ed only small differences in above - ground net 
primary productivity despite quite large differ- 
ences in summer soil moisture. The fact that the 
majority of the alpine tundra biomass is below 
ground will create a buffer to inter-annual and 
shorter climate variations.  ree en land^ (1984) 
further demonstrated that values of the surface 
summer energy budget in the alpine tundra could 
vary more in one year between the moist and dry 
surfaces at the Saddle than between a dry year 
and a wet year over the same surface. It is quite 
likely that it is the early growing season snow- 
melt and rainfall which is important for plant 
growth and survival. Snowpack distribution and 
ablation rates are critical in the phenology of 
the vegetation communities at the Saddle. 

The above points go some way to explaining the 
fact that there is at present no evidence for 
dramatic changes, such as species disappearance, 
in the vegetation of Niwot Ridge over the last 
40 years or so. Neither the long term trends in 
the annual temperature and precipitation data, 
nor the cyclicities, nor the periods of several 
or individual years with high or low values of 
these variables appear to be related to any ob- 
vious changes in the vegetation. This testifies 
to the resilience of the flora and how it is fair- 
ly well adjusted to the normal year to year 
variability of the present day climate. This is 
not to say, however, that there have been no 
changes in the vegetation associated with some of 
the climate changes described here. The vegeta- 
tional changes, if they exist, nay be quite 
subtle and concerned with variations in the re- 
lative proportions of different species existing 
at any one time at a locality on the Ridge. Some 
scientists who have been working on the Ridge in 
 he Last decade believe they have noticed such 
changes (Halfpenny, pers, corn., 1988). Gurrent- 
ly, a very detailed Geographic Information 
System is being constructed which should have the 
ability to detect such changes if they occur. 

There are certainly many questions to answer, 
Are the correct climatic variables being measured? 
The answer to this lies in what eeoLogicaL 
questions require resolution, Annual values of 

3~reenland, D . E .  1984. Energy budgets over a 
moisture gradient in alpine tundra. Paper 
delivered at Association of American Geographers 
Meeting. Washington, D . C .  



temperature and precipitation address broad 
questions such as what is the range of values of 
the climatic environment to which the vegetation 
and fauna is adapted. Day to day, smaller, but 
in many ways more vital, questions may have their 
answer in surface and near surface energy budget 
and related microclimatic measurements. On an 
intermediate scale, there are questions such as 
do wet or dry years and/or months effect the 
release of Dissolved Organic Carbon into the soil 
water and fluvial systems? On the century to 
millenial scale there will be some time scale 
over which the vegetation zonation with respect 
to altitude (Greenland et al, f985b) will change. 
It would be very interesting to determine the 
approximate size of this scale. In the inter- 
action between the atmospheric and biospheric 
scientist, the latter should take the lead in 
the dialog by first specifying, with the aid of 
the former, what questions require answers. 

CONCLUSIONS 

In addition to the specification of the climate 
by means of the summary statistics and water 
budget data, the most important features af the 
climate of Niwot Ridge that arise from the fore- 
going analysis are as follows: 
I) The unusually low temperatures of the early 
1980s, designated here as the Niwot Minimum, were 
probably real but recovered to the long term 
average in the Late 1980s. 
2) The dok.nward trend in temperature noted by 
Barry (1973) at CL is now apparent at Dl and has 
continued. 
3) Potentially useful Autoregressive Moving 
Average forecasting models were produced to pro- 
ject annual temperature and precipitation values 
to the end of the century and to help diagnose 
the existing record. The diagnosive function did 
not turn out to be very useful. Whether the pro- 
jected values are useful or not will only become 
apparent in future years. 
4) Spectral analysls indicated statistically 
significant periodicities in annual temperatures 
at 12.0, 9.00, and 7.20 years and in annual pre- 
cipitation values at 7.19 and 9.00 years. 

5) Precipitation at Dl and C1 has shown an up- 
ward trend from 1951 to 1987. This conclusion 
must be qualified by recalling that the 1951-64 D l  
data are estimated. 
6) Annual precipitation values at Silver Lake 
from 1913 to 1987 show a slight decreasing trend 
but when the extreme value of the 1921 year is 
removed, this is actually a slight increasing 
trend. 
7) 1921 has been identified as an extremely 
unusual year at Silver Lake with a precipitation 
value of 1735 nun (68.30 ins) which is over twice 
the average of 755 m (29.75 ins) for the 1914- 
1987 period. 

None of these changes have had obvious effects 
on the flora of the locality. Assuming there have 
been some changes, this would indicate a number of 
possibilities. First, the climatic variables 
used here are not sensitive enough to be related 
to vegetation changes. Second, the vegetation 
is not being monitored in enough detail or by 
means of the most sensitive variables that would 
indicate change. Overall, however, the lack of 
dramatic change in the vegetation testifies to 
its resilience within the range of values of the 
climatic variables reported here. 

ACKNOWLEDGEMENTS 

A large number of people have contributed to 
the data collection and analysis presented here. 
ficb of the time series analysis computations 
were performed by Ms. Terri Bettancourt. Much 
of the data collection and preliminary analysis 
was done by Mr. John Clark, Mr. Xark Lcsleben, and 
Dr. James Halfpenny. Partial funding for the 
work reported in this paper was provided by the 
LTER grant BSR 8114329 from the National Science 
Foundation, Division sf Biotic Systems and 
Resources to the Niwot Ridge Green Lakes Valley 
site operated by the Institute of Arctic and 
Alpine Research at the University of Colorado. 
A more complete version of this paper, including 
diagrams of the time series analysis results, is 
available elsewhere (Greenland, 1989). 



LITERATURE CITED 

Barry, R.G. 1972. Climatic environment of the 
east slope of the Colorado Front Range. 
Occasional Paper 3. Boulder: Institute of 
Arcric and Alpine Research, University of 
Colorado. 206 pp. 

Barry, R.G. 1973. A climatological transect on 
on the east slope of the Front Range, 
Colorado. Arctic and Alpine Research, 
5 (2) : 89-110. 

Brooks, C.E.P.; Carruthers, N. 1953. Handbook 
of statistical methods in meteorology. London: 
Her Majesty's Stationary Office. 

Greenland, D.E. 1987. The climate of Niwot Ridge. 
University of Colorado long-term ecological 
research data report, 8717.  57 pp. 

Greenland, D.E.; Caine, N.; Pollak, 0.  1985a. The 
summer water budget of alpine tundra in 
Colorado and its ecological importance. 
Physical Geography. 5(3):221-239. 

Greenland, D.E.; Burbank, 5.; Key, J.; [and 
others] 1985b. The bioclimates of the Color- 
ado Front Range. Mountain Research and Devel- 
opment, 5(3): 251-262. 

Greenland, D.E. 1989. The climate of Niwot Ridge, 
Colorado front range USA. Arctic and Alpine 
Research, in press. 

Halfpenny, J.C.; Ingraham, K.P.; Mattysse, J.; 
[and others] 1986. Bibliography of alpine 
areas of the Front Range, Colorado. Univer- 
sity of Colorado, Institute of Arctic and 
Alpine Research. Occasional Paper 43: 114 pp. 

Marr, J.W. 1961. Ecosystems of the eastern slope 
of the front range in Colorado. Studies in 
Biology. No. 8. Boulder: University of 
Colorado. 124 pp. 

Thornthwaite, C.W.; Mather, J.R. 1957. Instruc- 
tions and tables for computing potential eva- 
potranspiration and the water balance. 
Publications in climatology. Sea Brook, N.J.: 
Laboratory of Climatoloty. Vol. lO(3). 126 pp. 

Willmott, C.J. 1977. WATBUG: A FORTRAN I V  
Algorithm for calculating the climatic water 
budget. Publications in Climatology. Sea 
Brook Fanns, N.J.: Laboratory of Climatology. 
Vol. 30(2): 55 pp. 

Willmott, C.J.; Rowe, C.M. 1985. Computer aided 
instruction in the climatic water budget. 
Abstracts of annual meeting of Association of 
American Geographers, Session 55; 1985 April; 
Detroit. 



CLIUTE V;ARLAE3ILIm IN THE SHORTG- STEPPE' 

Abstract.- Climatic variability a t  the Central Plains Experimen- 
tal Range LTER in no&eastern Colorado was evaluated from 
annual, decadal, and century perspectives. Spectral analysis 
separated climatic variation into 2-7 y and >10 y scales. The 
record is dominated by cold-wet and warm-dry years. El Niiio 
years had on average higher annual precipitation than years with 
cold water anomalies in the equatorial Pacific. At the decadal 
level, variations in temperature and precipitation parallel those 
for the Central U.S. and broader regions. The temperature 
record has a significant 75-y trend of +2"C. Such variations in 
climate have impacts on the structure and function of the short- 
grass ecosystem. 

K e ~ o r d s :  Colorado, Central Plains Experimental Range, Long- 
Term Ecological Research, scale, El NifiolSouthern Oscillation, 
ecological response to climate variability, Vegetation Index. 

INTRODUCTION 

Ecosystems are responsive to climate variability at  
a range of temporal scales. Temperature, precipitation, 
and other climate variables (e.g., humidity, cloud cover) 
vary year-to-year and decade-to-decade in ways that are 
likely to influence ecosystem composition and hc t ion .  

I present an analysis of variability in temperature 
and precipitation at  a range of temporal scales (annual, 
decadal, century) for the shortgrass steppe region in 
the vicinity of the Central Plains Experimental Range 
(CPER) in northeastern Colorado. Questions I address 
are whether there are characteristic scales of variation 
in temperature and precipitation, whether these scales 
are the same for the two variables (e.g., are dry 
periods characteristically warm or cold?), and whether 
there are long-term trends in the record. These are 
important questions because they seek to characterize 
periodic and unidirectional changes in the external 
forcing on ecosystems. Such understanding provides a 
basis for the study of between-year and long-term 
changes in ecosystem dynamics. 

'Presented a t  the Long-Term Ecological Research 
(LTER) Workshop on Climate Variability and Ekosys- 
tem Response, Nederland, 6 0 ,  August 21-23, 1988. 

2Research Associate, Natural Resource h l o g y  
Laboratory and Cooperative Institute for Research in 
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In the context of interannual variability, I examine 
possible long-distance links (teleconnections) between 
the climate of the steppe region and a source of global 
climate variability, El Nifio and the Southern Oscilla- 
tion (ENSO). ENS0 consists of quasi-periodic (general- 
ly 3-7 y) oscillations in ocean-climate dynamics of the 
tropical Pacific Basin (Philander and Rasmusson 1985). 
As part of these oscillations, El Nifio is a strong 
warming of surface ocean waters in the central and 
eastern equatorial Pacific. ENS0 teleconnections play 
a role in the climate dynamics of the extratropics 
(Yarnal 1985); impacts on ecological dynamics have 
been suggested for sites in the United States (e.g., 
Strub et al. 1985, Gosz 1988). 

Finally, I discuss observational and modeling 
studies on the impacts of climate variability on the 
steppe ecosystem. 

METHODS 

Site Description 

The CPER (4Oo49'N, 104"46'W, 1650 m above sea 
level) is operated by the USDA Agricultural Research 
Service (ARS) and is an NSF Long-Term Ecological 
Research (LTER) site. The vegetation a t  the CPER is 
shortgrass steppe dominated by perennial grasses 
Bouteloua gracilis and BuchloB dactvloides, with 
important succulent (Opuntia polvacantha) and sub- 
shrub components (Moir and Trlica 1976). Much of the 
surrounding region is grazed native grassland and 
cropland. 



m e  climate of the shortgrass steppe is characteris- 
tic of mid-latitude, continental semi-arid regions; i t  is 
classified as BSk ( d d ,  steppe dimate) in the mppen- 
Geiger systRrn (Miiller 1982). m e  mean climate and 
water budget is described by Parton and Greedand 
(1987) based on the period 1951-1980, Monthly an 
temperature peaks in July (21.6'6) and is lowest in 

with mrnulus mnvective storms that often iniLiate 
along the Rocky Mountain Front Range to the west 
and intensify as they progress eastward. Mean month- 
ly precipitation does not exwed monthly actual evapo- 
transpiration year-round (Parton and Greedand 1987). 

Climate Data 

The CPER 

I used temperature and precipitation data from two 
climate stations on the CPER, one operated by AW 
and the other by LTER. The ARS station is a t  an 
elevation of 1645 m above sea level (asl); the LTER 
station is a t  1643 m asl. The stations are -5 km 
apart. ARS data are for the period 1940-1973 (tern- 
peratwre data start in 1948, precipitation data are 
continuous from April 1947). LTER data used here are 
from July 1970 to May 1988. The raords of these 
stations were concatenated, with the LTER d a b  replac- 
ing ARS data in Odober 1970; this was considered 
appropsiate because the stations are in close prox;imity 
and have strongly correlated traces for the period of 
overlap (monthly temperature 9=0.99, monthly precipi- 
tation r2=0.74; Parton and Greenland 1987). Monthly 
mean temperatwres were calculated as an average of 
monthly mean minimum and ma;u;imum temperatures. 

Grover 

To analyze long-term behavior in regional elinrate, I 
used data from a National Weather Service mperat;ive 
station approximately 16 km west of Grover. T&s 
station, oEcially named GroverlOW, has a 58-y r m r d  
(1911-1969). It is roughly 25 km east-no~heast Grom 
and 100 m as1 below the LTER sbtion. The sbkion 
was moved several times d ~ n g  its history. For most 
of its operation (1929-1962), i t  was at  40"52'N, 
104"25'W, and 1547 m asl. A si@i;Cicant move 
occurred in 1962 and is reflwted in the Lemperature 
record (Kg. la), 

Neither temperature nor pre&pibtion m n t H y  
records for Grover are kdhout gaps. To creade a 
continuous record, gaps sf usually one montkr (oceasi-iern- 
ally up to three months) were Elled GLh correspondhg 
long-term rnontNly means for 13 years in h e  dempera- 
ture record and two years in ~e predpitation record, 
An advantage of this substitugon is to rebin years 
with nearly complete monthly dab, although i t  reduces 
interannual variability and trends and b l w  spectral 
s isals .  

Analysis 

For analysis of interannual variability, blocking the 
data into 12-mnth periods is often arbitrary leg., 

cdendar years). In this study, I used water year 
(October to f o l l o d x  Seg 
vvinter preGipitation with 

period ends: e,g,, wakr year 1982 is 

data vvere ~ons tmcbd to hvwtigate decadal and 
longer-brm behavior. 

Spectral analysis was used Lo identify characteristic 
scales of variation in the yearly data. This analysis 
charadrizes periodic behavior in a time seriea and 
identifies frequencies a t  which there is high covariance 
between two time seriw (i.e., high coherence). This 
analysis was acmmplished using time series d y s i s  
software (BMDPIPlT; Thrall and Engelman 1985). 
Statistical software (SPSSIPC+; SPSS and Norugs 
1986) was used to test for linear trends in the data. 
The time series analyses were run on detrended data 
and used a vvide band ~ d t h .  A wider band width 
stren&ens the statistical stability of the analyses, 
although i t  reduces the spectral resolukion. 

Spatial variability may give rise to problems in 
interpreting these sta4;iorr data in a regional m d  
ecological context. Point measwemenb of precipitation 
may not represent the 6280 ha CPER because winkr- 
time vr;inds re&ctribute snow across the landscape and 
s w m e r  comec~ve precipitation evenb are often patchy 
in their occurrence. For example, growing season 
preGipitation varied across the site by as much as 96 

in 1988, an amount greater than the standard 
ation of annual preeipitation (Wazlett 1990). These 

effects can be ecologically imporbnt, influenGing local 
so.il water recharge (Burke et al. 1989) and mntribut- 
ing to spatial var;iability in biomass acemulation 
(Lauenroth and Milchunas, ungublished dab) and 

Southern Osdllation Index 

To evaluate possible telecomectiom vvith El Niiio 
episodes and the Southern Oscillation (ENSO), P 
compared GPER data Lo a Southern Os~illation index 
(SST,) based on central and eastern equatorial P a ~ f i e  
sea surface bmperatwe anomalies developed by W ~ g h t  
(1984). The s im of this index is opposite to that of SO 
indices based on. sea level pressure: SST, is psitive 
d ~ n g  El Nifio episodes and negative during mld wakr 
("anti-El NiAo" or "La Nifia'" episodes. Whght's (1984) 
record for this index is for 1950-1983. Wakr y e a  
averages of SST, were included in correlatbn and 
spectral analyses, 

RESULTS AMD DISCUSSION 

Water Year Time Series 

Station Compafison 

During the period of record overlap (1948-1969), 
there is a high correlation between CPER m d  Grover 
water year precipitation totals (r=+0.67, p<Q.001; 



Table 1, Fig. lb). However, precipitation during the 
overlap period differs between f ie  two sites (pc0.05, t- 
test, Table 1). Greater precipitation a t  Grover likely 

a regional gradient in predpitation (Cowie and 
Mcfie 1986): nofieast of GPER, Grover is lem in the 
rain shadow of the Fmzat, Range. 

There is also a diffierenee in temperatwe me 
between sites during the overlap period (pc0.01, t-test; 
Table 1, Fig, la), This is primariry due to a diver- 
gence in temperature series after 1962 that refltscts the 
change in Grover's lwatio the period of overlap 
up to this station change, temperature meam 
are not significandy dieerent (~20.5, t-Lest) and we 
highly mrrelated (r=+0.71, p<0.005; Table 1, Fig. la). 
The difference in temperature means calcdaked for 
each station's record (ICITCmR=+O.SoC, Table 1) may be 
due to climatic trends and is discussed later. 

Power Spectra 

Both high and low frequency variability is evident 
in the temperature and precipitation time series (Kg. 
1). The Lemperature power spectrm for Grover (Fig. 
2a) shows peaks in variance for oscillations a t  pepi;ods 
around 2%-4 y and greater than -20 y. The spectrum 
for precipitation (Fig. 2b) is broader with less well 
defined peaks at  -2 and 2%-5 y, as well as at >10 y. 
This reveals a natural break in temporal dynadcs 
between amud and drtcadali scales. Dye (1983) found 
comparable breaks in the preeipihtioa spectra for 
stations throughout Colorado. 
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Rgure 1.- (a) Water year mean temperature, "6, and 
(b) prec-ipitation, m d y ,  for CPER (- - - -) and 
GroverlOW (-). Morizonhl lines are rewrd means 
for each s t a ~ o n ,  

Table 1.- S m a r y  of CPER and GroverlOW (GR) 
climate data for record and for period of overlap (1949- 
69 for Tan,, 1948-69 for ppk,). Nunrerical subscripts 
indieate ot-her periods Qe.g., 12-62 = 1912-62). Ye= 
are water years, Trends over station record (and also 
over 1912-62 for Grover) and mrresponding signrificanee 
levels (two-taiiled t-Lest) are given. SLation mmparison 
over the full overlap period and over the overlap until 
1962 are shorn based on correlation andysis (r) and 
paired two-tailed t-test for diaerence of m e w  (t). 
Level of s i ~ f i c a n c e  for trends, r, and t are: * = 
p<0.85 and ** = pc0.01. Tan, = water year mean 
temperatwe ('C); ppt;,,, = water year prmipitation 

). Elevations (m asl) are approximate bemuse of 
station lwation changes, sd = sbndard deviation. nla 
= not applicable. 

CPER Gl?, ~(GPER-GR) r t 

Elevation 1643 1547 

Record: 

Tan, dates 1949-87 1912-69 

mean 9.0 8.5 
sd 1.3 1.0 
trend -1-2.4"" +2.1** 
trend,,,, d a  +1.7** 

pptenn dates 2948-81 1913-69 

mean 3 17 347 
sd 88 95 
trend +52 -15 
trend,,-,, nla +1 

~Ptsnn 
mean 3 15 356 
sd 102 93 
mean,,,, 300 373 

Coherence (h2) is analogous to the squared correla- 
tion between two vdables  svithin a given spectral 
band. A high coherence identifies a frequenq at  which 
variables strongly co-vary. There are peaks in the 
coherence between Grover temperature and precipita- 
tion sei-ies (Fig. 3a) in the short-period region (Z1h-7% 
y, h2>0.3) and in the long-period re@-ion (>20 y, bz>0.4). 
Analysis for CPER reveals a similar pattern with 
strong coherence a t  3-34 y (b2=0.5) and a t  20 y 
(h2=0.4). The phase of these spectral correlations (Fig. 
3b) is such that temperatme leads precipitation by -?4 
cycle across all frequendes; i.e., annual mean tempera- 
ture and annual pr&pitation fluctuations are out of 
phase, SimiEeance of the coherence and phase is 
discussed below in the ~ontexL of amual and deeadal 
variability. 
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Figure 2.- Power spectra for Grover water year 
(a) temperature and 6) precipitation. Band width = 
0.1167 y". 

Interannual Variability 

Comparison of temperature and precipitation time 
series (Figs. l a  and b) suggests that peaks in annual 
temperature often coincide with low precipitation years 
and vice versa (Table 2). Indeed, annual temperature 
and precipitation are negatively correlated (rz-0.41, 
p<0,02). This is in accordance with the phase shift of 
% cycle found in the coherence results (Fig. 3b). The 
alternation of warm dry years with cold wet years 
implies control by oscillations in position and intensity 
of the mid-latitude polar jet and subtropical high 
pressure centers: e.g., cold wet years occur when the 
jet is farther south than average, warm dry years 

Table 2.- Contingency table of cold vs. warm and wet 
vs. dry years for Grover. Years are blocked based on 
water year mean temperature and precipitation greater 
vs. less than corresponding local (5-y running) mean to 
adjust for decadal trends. (3d2=5.175, df=l, p<0.025). 

-180. 
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Figure 3.- Cross spectral (a) coherence, h2, and (b) 
phase for Grover water year temperature and precipita- 
tion. 

when farther north. While the predominance of cold- 
wet and warm-dry years is significant (p<0.025, 
Table 2), the alternative combinations of temperature 
and precipitation anomalies are present in the record 
(Table 2). Because controls over summer versus winter 
precipitation-generating mechanisms are relatively 
independent, control over variation in annual statistics 
is probably complex. Analysis of seasonal statistics 
may more readily reveal continental-scale controls over 
regional clirnate variability. 

Complexity in clirnate variability a t  the regional 
level is illustrated by decoupled variation in dimate at  
CPER and Niwot Ridge, -100 km to the southwest 
(Greenland 1990, this volume). The diEerence in 
behavior is likely because the climate of Niwot Ridge 
(3000-3750 m asl) is more strongly dominated by 
westerly flow across the continental divide. 

El Niiio Teleconnection? 

Spectral analysis revealed peaks in temperature and 
precipitation spectra and their coherence at  periods of 
2%-7% y (Figs. 1 and 2a). This range of periods is 
similar to that recognized for the Southern Oscillation 
(2-10 y, Rasmusson and Carpenter 1982) and so hints 
at  a possible link to El Nifio episodes. 

There is a positive correlation between the annual 
Southern O&llation SST Index (SSTw) and CPER 



annual prdpitation (r=+0.30, p=0.11), such that 
precipitation tends ta be Egher 
There is no &&fieant correlati 
perature. However, at periods of 3-4 y there is 
spectral eofierence between S T ,  and CPER tempera- 
ture (h2=0.5), as well as between S T ,  and CPER 
precipitation (h2=0.3). The raLio of 
during years with a strongly posi-tjve SST, (El Nifio 
years) to those with highly negat;ive SST, is 1.13 
(Table 3), &though only 5 of 9 El Niiio years between 
1951 and 1983 had greater than average precipitation. 
Sheaffer (personal mmmunication) found that the 
correspon&ng El Nifio to "anti-El Niiio" ratio for 
s m e r  preeipita-tion in nodeastern Colorado is on 
the order of 1.33. By comparison, the Sevilleta LTER 
region (central New Mexico) is more strongly iduenced 
by tropical Pacific climate dpamics: the El Nifio to 
"anti-El Nifio" ratio is 1.59 for annual precipitation and 
2.45 for winter-spring precipitation (Molles and Dahm, 
in Gosz 1988). 

Observational and modeling studies of ENSO 
indicate that strongest teleconnections should be in 
winter, associated with the polar jet. For northern 
central North America inclusive of the shortgrass 
region, these teleconnections include increases in winter 
temperature and surface pressure (van Loon and 
Madden 1981, van Loon and Rogers 1981, Rasmusson 
and Wallace 1983). This is in accordance with greater 
annual temperatures observed at, the GPER during El 
Niilo years (Table 3). Increases in winter surface 
pressure suggest that El Nifio years should have drier 
winters (Yarnal 1985). Sheaffer (personal comanica- 
tion) found this to be the case for NE Colorado: 
winter precipitation El Nifio to "anti-El Nifio" ratio is 
~0.75. However, depressed winter precipitation has 
only a small impact on total annual precipitation, 
during El Nifio years since most precipitation at the 
CPER comes during summer. 

Table 3.- Comparison of CPER water year mean 
temperature (Tan,, "C) and precipitation (ppt,,,, mm/y) 
for years with high vs. low eastern and central 
equatorial Pacific sea surface temperatures (SST). 
High SST years correspond to El Nifio episodes and 
were sele&d as those years with annual SST, 
exceeding the mean + 44;! its standard deviation (s'd.). 
SST, falls below the mean - M s.d. in low years and 
within the region prescribed by the mean +. I/i s.d. in 
'Near Mean' years. Analysis is for water years 1951- 
1983. n = number of years. n/a = not applicable. 

SST ~ ~ t a n n  Tann n 

High 343 9.3 9 
Near Mean 313 8.7 14 
Low 303 8.7 10 

High:Low 1.13 n/a 
A(High-Low) +40 +0.7 

3 18 8.9 33 

While a dear ENS0 teleconnection is weak for the 
CPER, dificulty in finding such a signal in the climate 
of the steppe is expected. Four factors contribute to 
the problem. (1) Telecomections are partly a k c t i o n  
of mid-latitude u rda t ion  patterns prior to ENS0 
episodes Olmal  1985). Consequently, the character of 
eAratropica1 telecomeetions shifts over decades with 
shifts in hemispheric circulation (Carleton 1987, 
SheaEer m d  Reiter 1985). (2) Southern Oscillation 
indices can fail to catch the timing or intensity of an 
ENSO episode because of variations in the location of 
equatorial SST andtor ahospheric anomalies CYarnal 
1985). This is because such indices are empirical and 
do not adequately reflect ocean-climate dynamics. (3) 
Large-scale studies show that ENSO-linked variation in 
climate for northern and central North America is less 
consistent in nature than for other parts of the 
continent (van Loon and Madden 1981, Blackmon et al. 
1979). (4) ENS0 teleconnections account for only a 
small portion of extratropical climate variability 
(Wallace and Blackmon 1983). 

Decadal Variability and Lonq-Term Trends 

Annual Temperature 

A warming trend (AT=+3") through the late 1930's 
and subsequent cooling trend until 1950 (AT-1.5") are 
observed in 5-y running means of the Grover data (Fig. 
4a). A - 3 3  warning in the 1970's is shown in the 
CPER data. These patterns agree with the generll 
behavior of Northern Hemispheric temperatures 
reported by Hansen and Lebedeff (1987) and with that 
for eastern Colorado (Doesken et al. 1989) and the 
Midwest United States (Diaz and Karl 1988). The 
amplitude of the 1920's to 1950 oscillation in the 
Grover record is magnified from that for the Northern 
Hemisphere (+0.4" warming, -0.15" cooling) and the 
Midwest (+ 1.5", -l.OO), reflecting the steppe's continen- 
tality. While a regional trend in the 1950's and 1960's 
is not clear due to the Grover station location change 
in 1962 (Kg. 4a), the trend in CPER data clearly 
follows that for other stations in eastern Colorado 
(Doesken et al. 1989) and the central United States 
(Diaz and Karl 1988): a slight warming in the early 
1950's followed by cooling into the late 1960's. 

The long-term linear trend in the Grover tempera- 
ture record (until the 1962 station move, 1912-1962 
water years) is +1.y0C; that for the 1949-1987 CPER 
record is +2.4" (Table 1). The accumulative 75-y trend 
is 2.1°, not adjusted for station differences. The slopes 
of the CPER and Grover trends are significantly 
different from zero (p~0.01, t-test), in spite of high 
year-to-year variability. This contrasts with Diaz and 
Karl's (1988) conclusion that there has been no 
century-scale change in temperatures across the United 
States. Doesken et al. (1989) showed that trends in 
mean annual temperature in eastern Colorado are 
dominated by increases in winter temperatures. 

The result of a significant trend must be viewed 
cautiously before concluding that a regional change in 
climate has taken place. These results are only for 
two stations, each of which has a poor history with 
respect to location changes and data gaps. Other 
possible station changes such as in instruments, 
environs (e.g., buildings, vegetation), and time of day of 
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Figure 4.- As Figure 1, but for five-year running 
means. 

observation could potentially play a role in changing 
station means. 

ual Precipitation 

The Eve-year r u n ~ n g  means of a m u d  prdpilation 
show signifrcmt decadal variation (fig. 4b), such as the 
1930's drought. Again there is considerable disagree- 
ment between Grover and CPER during the period of 
overlap, However, the CPER reeord agrees with the 
independent analysis of United States prdpitation by 
Bradley et al. (1987) and shows the vvide-spread 1950's 
drought. 

Linear treads in Grover m d  CPER predpila.tjion 
series are not siaficand (p>0.%5, d-hst; Table 1). T b s  
is in amordance vvith Bradfey et al. 1198V who k m d  
no trend in amud predpilaliom. for the Unikd Shtes 
since the 1850k8, 

There is a general pattern of temperatures increas- 
ing from the 1910% stif the mi(%-1930)s, Edlowed by a 
dwrease i n h  the l a k  sixties and an increase since 
then (Fig. 4a). Superimposed on t k s  apparent 50-y 
wave in Lemperatwe, rxomized by Wigley and Raper 
(1987) for Northern Hedsphefic hmperatwes, is a 
more rapid osdllalisn (15-20 y p e ~ o d )  in predpiation 
(Eg. 4b). As a corrsequence, chmges in. tlae 5-3" 
rundng means of temperatwe and predpita~on follow 
the same pattern d d n g  some deeades and opposib in 

others. However, there is spectrd coherence of 
kmperatme and preeigitation a t  p e ~ o d s  sf 20 y or 
greater with a 34 cycle phase shin (hz>0.4, Fig. 3). 
This s u g p t s  that, as a t  the 
d e a d d  v&ation in temperatwe and prepitation. 
bnds to be negaLively correlated. This is supported by 
the pattern of droughts in the 1930% and 1950% being 
warmer than average and the wet 191 0's sand l%03s 
being eolder. 

&me of the observed decadal or longer-tern 
chianga may be E n k d  to continental-wale shifts in 
drcdaLion paLLems &at are in response Lo hedspheric 
or global changes in atmosphere-ocean cEmate dynam- 
ics (Balling m d  Lawmn 1982, SheaEer and b i t e r  
1985). Such shifts involve chafiges in the seasonal 
variation in intensity and position of the mid-latitude 
jet and the subtropical highs. Such changes signifi- 
cantly affect imporknt abiotic controls over population, 

unity, and ecosystem processes, such as the 
mapitude and timing of frosts and early gro*g 
season precipitation. 

ECOLOGICU SIGNIFICANCE 

Identification of ecological responses to observed 
climatic variations is generally l id ted  by a paucity of 
long-term bido@cal data. However, some conclusions 
can be & a m  based on av&lable obsewations and 
modeling studies. 

Net primary production of the shortgrass grasslands 
is strongly influenced by interannual fluctuations in 
precipitation (Lauenroth 1979). Lauenroth et al. (in 
preparation) compared field estimates of amual 
abovegrround biomass produetlion and annual precipita- 
tion a t  the CPER from 1941 to 1987. These data show 
that an extremely dry year reduces production for that 
and several years follovving. This suggesh that dry 
episodes resd t  in a reduction in the n u b e r  of 
abovesound active mesistems, constraining above- 
ground production in subsequent years, and cause 
betowground dieback, reducing the pl;;mLs' ability to 
acquire waMr also in ensGng years (Webb et al. 1978). 

Lnt~1-cmnl;aal variation in biomass development in the 
steppe is also idrtenced by the tixning and amount of 
psedpitaGion  thin the grc~vving searson. Seasonal 
dmamics of abovegoumd p h a ~ s ~ ~ e t i @ a l l y - a c t i v e  
biomass @an be infemed &am sabllib-based absema- 
tions, such as the normalized-&Eerence vegehtion 
index (NDVT) (&ward et d, 1985, Justice et al, 1985). 
NDVI is d e ~ v e d  from dab  from the Advanced Very 
High ResoZu~sn Radiometer (AVETRR) on M O M  s e ~ e s  
pol ar-orbiting satellites, Compa~son of seamnal 
vad;aGoa in N D X  and prkpibt ion (Fig. 5) suggesk 
that in 1983 and 1984 high Mar&-Mag prdpikt ion 
resdted in a stmng J m e  peak in peen biomass. In 
contrast, in 1982, high f i d -  though lab p o ~ n g  
season pr&pil;;iGsn mrrespsnds .&o o d y  a slight 
increase in fate season biomass. mese results suggest 
that early govv-ing season prkpibtiora is more @rueid 
for the development of abovegroebnd biomass than l&e 
season rainfa21. 



The frequen~y and tilning of climatic events 
also be c r i ~ c d  for popdation and co 
pmcesses, For exmple, Lauemoth et al. ( 
showed that i n b r a n n d  variabifity in the of 
a combination of spriw temperatures and n 
events results in marked year-to-year variation in 

estabEshent of blue grama 
with long-tern consequences 

stnrctwe (Coffin and Lauemoth 1990). 

These resulb demonstrate that to assess the i q a c t  
of interannual climate variability on shoIrtgrass 
ecosystem, between-year differences in dimate need to 
be evaluated a t  seasonal and event levels as well as 

ual level. m i l e  the resolution of an analysis 
must be tailored to response times of ecological 
processes of interest, the sensitivity- of a parl;icular 
process may not be limited to climate variability a t  a 
single scale because of interactions vvith biological 
processes operating at  finer and coarser scales (Allen 
and Stan: 1982, O'Neill et al. 1988). Such interactions 
generate time lags in the response of wosystems to 
abiotic forcing. 

Decadal and long-term climatic trends are expeeted 
to impact ecosystem d y n a ~ c s  though climatic con.t;rols 

a VEGETATION INDEX 
1982 

on r a w  of net primary production (NPP) and decom- 

1984). After 50 years, simulated aboveground NPP' 
increased by 40 percent, This response was driven by 
incremed precipilation and increased availability of 
nitrogen that was released as soil organic matter 
decreased. m e  net loss of soil organic matter was due 
primariily to inmeased decomposition driven by the 
increase in temperature. These resulb illustrate the 

ee of climatic s&fls &I the shortgram 
steppe and the role of system d y n a ~ c s  in determining 
the response to such change (shimel et al. 1990). 

Long-tern climatic trends are also likely to influ- 
ence grassland co unity skucture by changing 
species e sab l i shen t  rates and shining inbrspecific 
competitive linterad;ions. Such structural changes 
would influence the impact of climate change on 
ecosystem processes. 

1 
WEEKLY PRECIPITATION 

MONTH MONTH 

Figure 5.- (a) Envelope of weekly-composited nomalized difference vegetation index, NDVI, for a 50x50 
km region centered on the CPER in 1982, 1983, and 1984. fb) Weekly averages of CPER daily 
preGipitation rate, mddy,  for the same years. Dashed lines in (a) show a minimal threshold of 0.07 
below which NDVI values are assumed to indicate no green biomass. 



CONCLUSIONS 

C E m a ~ c  vhabiEty of the shortgrms steppe e f i b i b  
characleristics that f o m  a basis for evaluat- 

ing its iirngam on the vasdm&s  emlo&cd 
These a e :  

(1) There is a natural break in the temporal 
dmamia  of the steppe cEmade between 
decadal+ scdes. At both sedes, v ~ a t ; i o n  in b m p r a -  
ture and prepidation is generally M cycle out of phase. 

scale, the phase rela~ons&g 
mm of edd-wet and w 

years, perhaps eontroUed by s h s b  in the psidion of 
the mid-latitude jet and subtropical E g h ,  

(3) There is a posidive comeladion between mnual 
precipitation and ENSO episodes. However, fiere are 
limits to the empirical deketiton of an ENSO s i s a l  
because bleeonneetionts are dy~lamic and may be 
inconsistent in this region. 

(4) 20-50 y scale variations in the steppe tempera- 
tures makh those in hemispheric and United Sbtes 
records m d  are of greater masi tude bwause of the 
reglion's sn(;inentality, There is shoPter period 
vafiability in precipitation ad the demdal wale, such 
that in some dmades temperature and prwipitation 
change in the same dirwtion and in other decades in 
an oplposite fashion, 

(5) There is a statistically sipifiemt '75-y trend in 
temperature (-+2"6), but h o r n  and urrknorn 
problems in stiltion histories warrant caution in 
attacKng importance to tEfs trend. No significant 
trend was found for annual predpitation. 

Eeologeal studies indicate that inbrannual and 
longer-term climab variability have sisificand conse- 
quences for ecosystem, eo unity, and population 
dy~lamics in the shorteass steppe. Climak-induced 
interannual variability in emlogical prwesses can be 
complex, efibiting significant year-to-year lags and 
sens i t i~ ty  to climatic variadion a t  *thin-season and 
event levels. 
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Bruce P. ~ a y d e n z  

--- ------- 
Abstract. -- The forest cover of the Virginia Coast 
Reserve was studied using a Boreal FORET model 
parameterized using periglacial conditions derived 
independently of the pollen record of the site. 
Modern conditions of the landscape dynamics were 
studied using historical aerial photography and t he 
meteorological record of coastal storms. 

Keywords: Barrier islands, FORET model, climate 
change, island morphology, shorezone dynamics. 

The Virginia Coast Reserve (VCR) includes a 
string of banier islands on the coastal plain of 
the trailing margin of the North American Plate. 
It extends 100 km along the seaward margin of 
the Delmarva Peninsula. It encompasses 13 
barrier islands (1 4,170 ha), broad intervening 
inlets and extensive back barrier islands and 
shallow bays (Figure 1 ). Distinct communities 
include sandy intertidal, open beach, grassland, 
shrub thicket, pine forest, mud flat, salt marsh 
and estuarine lagoon. Terrestrial vegetation is 
c ~ n s p i c u o u s l y  shore parallel in general 
structure, with sharp transitions or ecotones 
betweeen. communities. 

Ecosystem dynamics of the VCR are closely tied 
to climate dynamics. Coastal storms are the 
dominant agents of landscape change in this 
coastal system, Stsrrn waves and storm surges 
hydraulically work and rework the sediments of 

Presented at the LTER Climate Workshop on 
Cl image and Ecosy stem Dynamics, Niwot Ridge, 
GO August 1988, 

2J Professor, Department of Environmental 
Sciences, University of Virginia, Charlcsttesville, 
VA. 22901 

Figure 1. -- The Virginia Barrier Islands on 
the: Eastern Shore sf  Virginia. 
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Figure 2, -- Cross-section s f  a barrier island Had &he VCR existed 18,000 years ago, its 
showing the dominant morphological and seaward margin would have been 100 
vegetation zonation with the arrows indicating kilometers east of its current position and part 
the extent of various marine processes a Isw of the boreal forest biome (Emery and others 
dune case (top) and high dune ease (bottom). 196T Bonan and Hayden 19891, Peat deposits 

found at this distance offshore contain 

this sandy coast and are responsible for the 
overall shore gasallel zonation sf the coastal 
landforms and communities on the barrier 
islands, The general form of the island zonation 
is shown in Figure 2. Woody species are 
restricted in their proximity to the sea by the 
presence of aeolian sea salts, Wind pruning of 
the vegetation by easterly sea breezes and 
northeasterly storm winds results in a direction 
oriented canopy morphology. The presence sf 
shore parallel coastal dunes and wind roll 
vostielies contr ibute to t h e  zonation of 
communities on the islands (Clasman 8 979)- 
The transition between the beach zone and the 
sandy grassland immediately inland is forced 
landward (eroded) by storms but aggressive 
growth by grasses encroac"hseaward during the 
growing season, Over the past four decades this 
ecotone over the entire VCR has been moving 
landward at about 5 mlyr jS.Z), = 8 m/yr). 

freshwater sphagnum peat and a decidedly 
boreal forest pollen assemblage (Emery and 
others 1967). With the post glacial sea level 
rise, the barrier islands "migrated'hestward by 
the process known as roll-over. Beach sands 
from the shoreface are driven across the island 
during storm surges and deposited on the back 
side of the island, Thus erosion on the seaward 
side and accretion on the (andward side of the 
island has the net effect of "moving" "tlrg: island 
landward. 

At several places along the VCR tree stumps of 
forests once found on she back side of the 
bamier island now emerge from the beach face. 
In other locations lagoonside salt marsh peats 
outcrop on the beach, 18,000 years ago a boreal 
forest extended seaward 100 km, We have 
used a FORET model to simulate the structdure 
of this forest using climatic conditions at the 



2nd of the last ice age and have evaluated the 
output using fossil pollen assemblags from the 
area. Fossil pollen was not used to "tune" the 
FORET model as a totally independent test of the 
model was desired. By 5000 BP sea level rise 
had slowed and the islands were just a few 
kilometers seaward of their current position. 
Currently the rate of movement or trangression 
is about 5 m/yr. This rate is only exceeded on 
the sand starved barrier islands fronting the 
Mississippi Delta. If the charging of our 
atmosphere with C02  gives rise to a global 
warming and an increased sea level rise, then 
the rate of transgression of the Virginia Barriel 
Islands will also increase. 

The model ISLAND is designed to connect 
climate, geomorphology, hydrology and 
vegetation cover in a stochastic-dynamic 
structure. The test site for ISLAND model 
development, parameterization and calibaration 
is Hog Island. Hog Island is the main research 
site for the Virginia Coast Reserve LTER. The 
southern end of this island is eroding rapidly 
and the northern end is accreting. At the 
northern end of the island, new landscapes are 
evolving while at the southern end old 
landscapes are being truncated. The history of 
shoreline erosion is shown in map form in 
Figure 3. 

In 1920 there was a town, Broadwater, Virginia, 
on the south end of Hog Island. There were 
about 100 buildings a coast guard station and a 
lighthouse. The former location of Broadwater 
is now hundreds of meters offshore. The rapid 
rate of landscape change on the Virginia Coast 
Reserve means that large changes can easily be 
monitored at the time scale of LTER research 
programs. The dominant driving forces for 
change on the Virginia Coast REserve are 
decidedly climatological. 

The 'landscape dynamics of the VCR is driven by 
astron~mieal and wind tides, winds, aeolian sea 
salts, storm waves and surges, fair weather 
swell, overwashed sands and saline water and 
the catchemnt of fresh rain water. Nutrients for 
the higher elevation fresh water elements of the 
Bandscape are by means of atmospheric 
deposition. 

Figure 3. -- Shorelines of Hog Island from 1852 
to 1380. The site of the 19th century town of 
Broadwater at the southern end of the island 
was seaward of the current shoreline. 

Tm VCR FOWT MODEL: 18,000 B, 14. 

The record of fresh water peats with arboreal 
pollen 80 km offshore dating to 18,000 B.B. 
offers an opportunity to test the climate driving 
functions of FORET type forest models against 
pollent data. The version of the FORET model 
we used in our studies was that of Bonan (1988) 
which is adapted from Shugart (1986). the 
basic components of Bonan's model are 
schematically illustrated in Figure 4. Bonan's 
gap model was designed to sirnulate the modern 
northern boreal forest and has been tested at 
four North American locations under a variety 
of local site conditions. The model was found to 
correctly simulate existing forest composition 
and dynamics, 
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Figure 4. -- Schematic of a stand element used 
in Bonan's FORET model of the boreal forest. 

In order to apply the Bonan model to the 
Virginia coast 18,000 years ago, climate and site 
conditions for the VCR were estimated 
indepnedent of the pollen record which was 
reserved for model validation. Climate and site 
parameters needed to run the VCR FORET model 
are listed in Table 1. Periglacial climatic 
conditions at the southern margin of the 
Laurentide ice sheet 18,000 years ago were 
taken from Moran (1972) and adjusted to take 
into account the distance between the edge of 
the ice cap and the VCR. 

Model Temperatures 
Mean monthly air temperatures from the 
modern record and those for 18,000 B.P. are 
shown in Figure 5. Monthly standard deviations 
of temperature for the modern period were 
used for the period 18,000 B.P. Summer time 
temperatures were about 100C cooler than 
modern and winter temperatures were about 
like modern. This latter condition arises 
because of the adiabatic warming of air moving 
southward and down over the ice sheet and 
thus the preculding of extremely cold 
temperatures. One significant effect of this 
moderate glacial winter thermal climate is the 
absence of permafrost on the VCR. 

J F M A M J J A S O N D  

MONTH 

Figure 5. -- Monthly mean temperatures for 
the modern and 18,000 B.P. conditions at the 
Virginia Coast Reserve. 

Model Precipitation 
Precipitation estimates for the end of the last 
ice age were modern values except for the 
hurricane season. Wendland (1 977) reported a 
very low frequency of Atlantic hurricnaces at 
the end of the last ice age. Modern summer/fall 
rainfall averages for the years with no 



MONTHLY WATER BALANCE:  MODERN 
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AGEMAX 
DBHMAX 
HTMAX 
G 
LITE 
SMOIST 

Sprcurrng 
N 
DBHMfW 
DBHMAX 

KTOL 
NU= 
IPFR 
IWO 
IBW 
ALC 
GDDMIN 
GDDMAX 
SWTCH 

TABLE I 
-- - 

Maximum age of specrcs (yetus) 
Mmmunr dsmtrr at breast hetghr fcm) 
Mtixrntvm he@t (m) 

S W  tok- clrrssbiu~tkon 0, %&rant, 2, mtemcdrate, 3, mtolcrant) 
The maurnurn prcentage of the growing seasan that the sptrrcs ran tolerate soil 

w a u n  bebw thc wvllttns peter 

7he tendency far stump sproutrng 
T k  mmmmun? d ~ ~ m c t e a  at. breast herghi far sprau!am (em) 
The maxmurn drameter at breast httght for sprouttng (cm) 
Ftre tok- (1, tolerant, 2, ~otemred~ace 3, mtakrant) 
N u e n f  stress takrancf cfrtrs (1, ! d e w ,  2, intemdtatc, 3, intolerant) 
Abrlrry to gmw on pcm&ml (1, good, 2, poor) 

layer ( I ,  toiemt, 2, tnteadrtite, 3, rntdcmti 
Vulnerehdrty to spruce budwarn o u t M s  f 1, high, 2, low) 
LyJtt kvel al w h ~ h  nproductrw, IS tnhittlted 
Mtnsmum growng degnedys m the spectes' rangc 
Matmum m n s  degree-days m the specrcs' 
Reproducm swrtclrcs [SWCH(I) 18 true IT the sp~cres has scmbws cows  

SWfCH(2) is true d the specrs has capmus. I&l. wind dtspersed sceds SWCH(3) ts 
tme d the spectes can reprod- by layering] 

hurricanes were used. In September, the month 
of highest hurricane frequency, more than 40% 
of the modern rainfall on the VCR is the result 
of passing hurricanes and tropical storms. The 
percentage is  less in adjacent months. 
Aggregated over the year a 250 mm shortfall 
relative to modern rainfall totals results from 
the adjustment made. Summertime rainfall 
standard deviations were reduced to reflect the 
reduction in rainfall variance associated with a 
hurricane free climate. Monthly precipitation 
for the modern versus that of 18,000 B.P. are 
shown in Figure 6 along with potential 
evapotranspiration (PET). 

Potential Evaporation (PET) 
Using calculated mean monthly radiation and 
temperature, elevation, and saturation vapor 
pressures. Mean monthly potential evapo- 
transpiration (PET) was estimated by the 
method of Jensen and Haise (1963). Figure 6 
contrasts the monthly mean water balance for 
the modern period and for 18,000 B.P. the PET 
deficit for 18,000 B.P. summer season is much 
lower than is typical for the modern conditons 
(note the scale difference in the two charts in 
Figure 6). 

Cloudiness and Radiation 
Cloudiness estimates in tenths sky cover used in 
the model were arrived at by using modern 
values except in the summer. Summer values 
used were the average of the October through 
April values. The rational for this was that the 
termal contrst of winter and summer was little 
different across the seasons and the location of 
storm tracks in the middle latitudes was also 
seasonally stalbe. 
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Figure 6. -- Water balance for the Virginia 
Coast Reserve for the modern and 18,000 B.P. 
conditions. 

Monthly total, diffuse and direct solar radiation 
fwere calculated for the latitude of the VCR 
using the method of Liu and Jordan (1963) and 
adjusted for cloudiness. Modern Observed 
versus calcualted 18,000 B.P. mean monthly 
solar radiation for the VCR is given in Figure '7. 
Mean monthly radiation was not adjusted for 
the Milankovitch or orbital variations. 

The results of the Bonan FORET model presented 
here are the average of 30 model runs. Biomass 
and 5% composition of the forest stand are 
calculated annually and the length of the model 
run is 500 years. Figure 8 shows biomass 
model output statistics for the average of 30 
plots (runs) using a fire cycle of 200 years. The 
model seems to achieve an equilibrium 
structure after about 250 years. In this run the 
"boreal forst" simulated was a white pine 
dominatd forest with more typically boreal 
species as co-equal subdominates in terms of 
biomass. More will be said about this white 
pine boreal forest later. Table I1 summarizes 
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Figure 7. -- Radiation at the Virginia Coast 
Reserve for the modern and 18,000 B,P. 
conditions. 

the model out* staistics in 5% composition for 
the average forest stand simulated. Output 
statistics for fire cycles of 200 years and 50 
years are compared with pollen percentages 
from Emery and others (1967), It is clear from 
the table that at the general level the model 
simulation is rather similar to the observed 
pollen assemblage. Both model and pollen 
record s indicat-e a pine dominate forest with 
subdominates of spruce, birch m d  fir. The 
model output perhaps arnderestirnates spruce 
percent composition, 

Figure 8. -- Average biomass per species for 30 
model runs of 500 years each with a fire cycle 
of 200 years for climate conditions at 18,000 
B .P. 

TABLE I1 
Frrc cvck 

W cite 

Bplsm fir 
BII-cb 

Y e k w  brrsh 
Wbte Wch 

Red spnrce 
Red caal: 
Prne 

Jsck prne 
Red pur 
m t c  pas! 

Previous investigatiors of Delmarva Peninsula 
pollen record have interpreted the record as 
evidence of a "classical" boreal forst and 
assumed that climatic conditions for the region 
were typical of conditions in the presen5t day 
boreal forest. It should be noted that we did 
not derive our climate data inut from inference 
from pollen records, if white pine. is not an 
available species in the model a forst of equal 95 
compositon of pine, spruce, birch and fir results. 
This outcome is not consistent with the pollen 
record. 

We used a typical lapse rate for the atmosphere 
and adjusted our 18,000 B.P. VCR thermal 
climate to 1000 meters altitude so that we could 
simulate the forest of the Blue Ridge Moutains 
150 km west. Other climate data (modern 
values) were t a k n  from the climate station Big 
Meadows. The simulation gave a typical spruce 
dominated boreal forest with both black and 
red spruce as the dominant spruces, 
Comparative pollen records for the crest of the 
Blue Ridge are not available. our model runs 
indicate that the boral forest of the mid-Atlantic 
region, from the Blue Ridge Mountians to the 
now-continental shelf area had a ciIinal shift 
from a spruce dominated boreal forest to a 
white pine dominated boreal forest. While gine 
pollen in published records do not go below the 
genera level, Harrison and others (1965) 
indicats that the pine pollen present at the end 
of the lase ice age was large-grained and 
therefore probably white pine, In addition, 
white pine pollen is indicatd at Hack Pond, 
Virginia (Craig 1969). These records indicate 
perhaps a more general conclusion is in order: 
temperate latitude boreal forests in glacial 
times are white pine and spruce forests with 
spmatce dominant in  the higher altitudes and 
close to the glacial margin and white pine 
dominant at lower altitudes, This conclusion 
should stand as a working hypothesis awaiting 
further work. Two questions are important: at 
what elevation did the shift from a white pine 
es a spruce dominated forest occur; and at what 
latitude along the east coast did elhe white pine 
boreal forest replace the  spruce dominated 
boreal forest. In subsequent runs of Bonan's 
Boreal FORET model for the VCR and using 3°C 
warmer growing season temperatures 
consistent with CCM model runs for the end of 
the last ice age, white gine was replaced by Jack 
Pine as elre pine of the VCR boreal forest, 



ISLAI?ID is  a stochastically forced two 
dimensional dynamic model of a barrier island. 
The prototype version of the model was written 
at the University of Virginia (Rastetter 1989) 
and the ongoing island vegetion cover LTER 
monitoring is in part designed to provide critical 
parameterization for the model. In the 
prototype version of the model the following 
dynamics are included: shoreline erosion, 
movement of the beachlgrassland ecotone, 
width of the active sand zone, coastal storm 
frequency, sea level change, dune construciton 
and erosion, island hydrology and island 
vegetation cover changes. 

The dynamics of the topographic dynamics of 
the barrier island are driven by aeolina and 
hydraulic sand transports. Of the two, hydraulic 
sand transport is by far the most important and 
this is driven by storm waves and storm surges. 
The maximum elevation that sand can be 
hydraulically delvated is around 4 meters 
above mean sea level. A small fraction of this 
sand can be elevated still higher by aeolian 
processees to form dunes. On the Virignia 
Barrier Islands dunes are rarely more than 2 
meters higher than the base of hydraulically 
transported sands. 

Horizontal changes in island topography' are for 
the most part on the seaward side of the island. 
Storm waves and surges result in an offshore 
and across the island transport of snad. At 
present the net change in the isalnds is the 
transport of sand from the beach face across the 
islands, SAnd deposition on the subaerial 
portion of the island results in the general 
elevation of the island. This general elefvation 
of the island has to keep pace with the cunent 
rate of sea level rise (about 2 mmfyr). Sea 
level rise is an importna variable inour model 
ISLArn' 

Erosion 

Erosion of the seaward margin of the Virginia 
BAfrier Island today averages marly 5 m/year 
(Dolan and others 1979). We have records of 
this rate of change each 50 melers along the 
100 km VCR coast as well as the standard 
deviation af this rate of change (Figure 9 )  The 
model we are deveoping is a transeci model and 
we plan to rund the model at each 50 meter 
location along the coast in order to arive at a. 
three  d imens iona l  l andscape  model .  
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Figure 9. -- Historical erosion of shoreline of 
Hog Island over the last 5 decades. 

Topographic, hydrologic and vegetation transect 
data is being collected to parameterize the 
three-dimensional version of ISLAND. 

The rate of shoreline erosion is  highly 
correlated with the frequency of storms 
offshore and our record of storminess off the 
VCR dates from 1885 (Figure 10). The 
correlation between shoreline eroision rate and 
storm frequency has been tabulated for each 
trasect for the period 1938-1989. While 
storminess off most of the U.S. Atlantic coast 
shows similar variation, shoreface dynamcis is 
most highly correlated with storms 100 to 200 
km offshore. Storm frequency recoreds for this 
location will be used to dynamically drive 
ISLAND landforms, hydrology and ecosystems. 

During storms, waves and surge penetrate 
inland as an overwash 06  oceanic wates and 
beach sands. The zone subjected to this 
overwash is scoured (cut) and then new sands 
are deposited (fill). In the growing season 
following the  storm vegetation encroaches 
seaward and revegetates the overwash sear. An 
equilibrium between climate forces moving the 
active beach zone inland and the seaward 
encroachment of grasses seaward results, 
Because the shorefine is nor constant in position, 
the boundary between the active sand zone and 
the edge of encroaching grasses also changes, 
The width of the active beach zone, the distance 
between the shoreline and the encroaching 
grassland, varies along the caost. Along the 
southern end of Hog Island the active beach 
zone is around 220 m wide. Along the central 
section of the island the active sand zone is only 
120 rn wide. At the northern end there is a 
rapid shoreline accretion and new land is being 
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Figure 10. -- Frontal storm frequency off the 
Virginia Coast for the period 1885-1987. 

deposited. here the active beach zone is around 
520 m wide. 

ISLAND Dunes 

A dune erosion model has been constructed 
(DeKimpe 1987) which manages the demise of 
dunes as a function of the progress of the 
shoreline erosion and a model for the 
development of incipient dunes on the 
backshore is under construction. Woody shrub 
development on the ialnd is very much 
dependent on the protection against salt spray 
afforded by the presence of dunes. Studies on 
Assateague Island (Clarman 1977) indicate that 
the radial rate of growth and the elongation of 
shrub canopies are dependent on the direction 
of the sea breeze, onshore storm winds, and the 
presece of dunes. 

ISLAND Hydrology 

Barrier islands are typified by a shallow 
freshwater aquifer atop saline ground water 
(Bolyard, T. and others1979). The elevation of 
the water table surface of the fresh water 
aquifer is a function of the elevation of the sand 
surface, island width and precipitation input. 
Water table elevation in the model is driven by 
sand elevation and thus indrectly by sea level 
variations and by the frequency of coastal 
storms. Barrier Island vegetation is  in 
generallly sensitive to ground water salinity 
(Schneider 1984). Vegetation along each 
transect is in part be governed by local model 
salinity. 

Studies of barrier island vegetation dynamics 
(Clarman 1977, Elmer 1975, Schneider 1984, 
and Schroeder 1977) in addition to new 
vegetation transects are used to parameterize 
ISLAND. Detailed vegetation surveys in the 
early 1970s and an on going resurvey effort 
using photos and ground surveys are also used 
in the parameterization. Figure 11 shows 
schematically output from ISLAND for an 
eroding coastal unit. Island profiles, water table 
and vegetation cover are shown. Figure 11 
shows model output after 30 years following a 
simulated extinction of the grasses. The model 
is sensitive to grasses in that aeolian sand 
transport and deposition is involved in dune 
development which in turn alters the island's 
water table and thus the success of salinity 
sensitive vegetation. 

TOPOORAPHY & 
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Figure 11. --  ISLAND output for an 
experimental extinction of the grasses on the 
island. The results shown are abundances for 
perennial and annual terrestrial plants and for 
marsh grasses. 

Research at the Virginia Coast Reserve LTER has 
three foci: investigation of environmental 
processes, monitoring landform and ecosystem 
change, and modeling ecosystem dynamics, 
Climate and climate dynamicas are importnat 
part of each of these efforts. Sea level change 
and storm climate change are important in 
landscape evolution and thuis ecosystem 
evolution while chagnes in weather elements 
(temperature, rainfall, cloudiness, etc.) over the 
time period of decades to centuiries have direct 
effects on the vegetation cover of the VCR. 



Because the chnages on this sandy coast have 
been and continue to be very rapid, the VCR 
LTER is in an ideal position ot make substantial 
progress in the study of long term ecological 
processes within the contex of LTER funding 
cycles. 
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OVEELVIB OF GLIMm VmXUILPm Am ECOSYSW mSmNSE1 

David Greenllmd Lloyd W. S w i f t ,  Jra2 

Abstract,-- Unusual ecssyslm responses are frequently 
driven by meteorological. events,  The freweney and 
mamitude of these events m d  responses cam be 
characterized through Long-Tern Ecological Research, The 
L m R  Climate Cornittee identifies four issues t o  be 
considered in f u t u r e  investigations: (1) the need d o  
clarify terns md definitions used in discussing climate 
v a r i d i l i t y ,  ( 2 )  the isnpsrtmee 0% recsmizing the various 
t i m e  m d  space scales of climate variability and ecosystem 
response, (3) the  need to e x p a d  data beyond dependence on 

aries of temperature and precipitation, 
a d  (4) the value sf insights gained from exmin ing  
similarities a d  dissimilarities among climate episodes 
and ecosystem responses across LTER sites, 

Keywords: LTER, scale, climate changea air  mass, 

A n  impostml  contribution o f  long-tern 
ecological research i s  the ability to place 
musuak ecological events in perspective. Bn a 
study o f  380 ecolsm papers, Weatherhead (1986) 
concludes that  "the drrshger s f  short-term studies 
may be that t h y  experience too mamy unusual 
events. The season for  t h i s  mexpecded conclusion 
may be tha t  we tend to overestimate the impsrtmce 
of some musuak events when we lack the 
perspective provided by a longer study," H e  also 
nates  that  abiot i e  atmospheric factors, 
particularly precipitation =dipor LeqeraQrsre, 
eawe the  great majority of mwual ecosystem 
events, I n  their report on long-tern research, 
Strayer m d  otkers (1986) f ind  that long-tern 
studies are neeessam t o  explore four major 
classes o f  ecological phenomena, 16he-y identify 
tbese phemnosena as (1) slow processes, ( 2 )  rare 
events, (3) saabtle chmges in systems, md 44) 
complex processes requiring long-tern multivariate 
studies do detect change, Rote that  the  s ta t ic  or 
no chage  situation w a s  nod listed as an 

ecological phenomenon, The first three of these 
classes o f  change may be closely correlated with 
climate data while climate data may be a 
simificmt varimt in the fourth,  Furthemore, 
according t o  Strayer and others, the aaeasurement 
variables eventually selected in long-tern 
research could be classified either as structural 
variables, such as species compssitisn, or as 
fmctional. variables such as primary productivity, 
Climate might be c l a s i f i e d  best as a set of 
fmctional variables, even though some of the 
functional. relationships are not  yet know,  

Following presentation o f  the papers in t h i s  
volume, the  LTER Climate Cornittee discussed the 
application of long-tern studies t o  research on 
climate variability a d  ecosystm response, We 
focused on four main areas: (I)  clar i fying our 
t emino loe ,  (2) r e c o ~ i z i n g  the inrgortmce of 
time md space scale i n  a l l  aspects o f  such work, 
(3) developing a d  promoting climatic indices, 
other than sdmdasd expressions of tmperature md 
precipitation, that  may be useful i n  ecosystem 
studies, md (4) utilizing the similarities and 
dissimilarities between site%, 

"eveloped from ks: discmsion o f  the %mR 
Climate Cornittee held at the Workshop on Climate 
Vari&ility md E e s s y s t a  Response, A 
IB8 at Niwot Ridgdreen  L&es LmR S i t e ,  CO, 

Professor of Geography, University of 
Co%ssado, Bsudder, CO, and Research 
Meteorologist, @oweeta Hydrologic L&sra%ory, 
Forest Service, U * S ,  Department of A@ieuBLuse, 
Otto, BE* 

even before the Workshop beg=, Cornittee 
mmbess beg= debating the meming of the term 
"'eBimatic variability". The v i m  W= that the 
tern, as wed i n  the Workshop t i t le ,  iwlies 
abnomality whereas climate v a r i & i l i t y  (or my 
other kind 0% ecosystem variability) is the nomal 
condition, Cfhade variability was described nra 
consisting of a pattern of '*episodes" md 
"events". The time scale of the episode or event 



is siljllificant, The following points led the 
soup into the concept of episodes versw events 
as it applies to Long-Tern Ecological Research 
(Lrnl6 

We defined weather as a real-time event, 
bvhereas climate is a synthesis or time integration 
of wrttlber elaent values or weather syst 
Climate b s  the c eat sf emetation that a 
characteristic will occur. 

Clear teminolom is necessary because weather 
evmts m d  climatic episodes have political 
rmificatioas when reported to the pdlic by 
popular media. Reports mst clearly state whether 
a particular heat wave or drodt is a sighificmt 
e v a l  or park of the variability that is m 
inteaal part of routine weather. Unfortmrrtely, 

such as nclianatic nomal" and "nomal 
climate" detract frm the reality that varihility 
is the nomal characteristic of a climate systa. 

fastause of their long-tern -hasis and 
extensive spread over diverse ecosyste~~s, LTER 
sites are keg elements in the national effort Lo 
detect ehmgm in the climte sysle~. Without 
data, the detection of change is strongly molded 
by hmm bias toward a time scale which 
earresponds to the hmm lifespan, Extrae 
e a t h e r  events are rmked in severity against 
Ghse events within the observer" semoq, The 
"Great Satkerntern Drought of 1986-88'"s most 
s imif ica t  to those who cmnot recall the drswhk 
o f  the mid-1920'~~ A mature forest or na tu ra l  
grass1md may be described as nchaaging m d i l  
someone obtains measurements of its 
characteristics over a period long enough Lo 
detect ehmge. Investigators must be able t o  
evaluate the  state variables sf m ecosystem 
before they c m  begin do relate chmge do climate 
variation. Consistently collected, long-tern 
climatic data is a most valuable and necessary 
to01 t o  categorize weather events a d  climate 
episodes. The LTER network provides oppsstranities 
to test for climate chmge and do  relate it d o  
ecosystem response without am mdksopocentric time 
scale bias, This bias  limits the ability t o  
detect real c h m g ~  between one episode a d  
o r  A c o r o l l a ~  question might be, what 
other biases do we impose on the LmPB ecosystem 
we s%r?ady?For exmple) how do the sizes or 
sampling intensities of the LTER sites affect 
mderslmding o f  spatial scales? 

Both the cyclic nature  of and sapid chmges i n  
climatic values have been noted in earlier 
chapters sf this volume, ExmpLes inelude data 
from Hubhard Brook (ace: 
prec~pitation and temperature records), Northern 
Lakes (dates of Bake freezing), and N i w o t  Ridge 
(recent annual temperature values), Step 
functions might be more cornon than smooth trends 
or cycles, even on am intra-mnuaal scale md for  
all elements, 0x1 a seasonal scale, phenological 
changes may force s t e ~ f m c t i o n  s h i f t s  in 
microclimate values, Albedo, light t smsmiss isn ,  
a d  litter t e ~ e r a t u r e ,  far  e x w l e ,  chmge 
rapidly with leaf development or leaf fall, Other 
discontinuities in time series of climate 
variables are eomon ad =my LTER sites, These 

discontinuities may be more importmt than regular 
~FE~BBS bsawe they "reset" the ecosystes, For 
exwle, every stom establishes a new state for 
soils, vegetation, and associated drainage . Ragid chage is a grime characteristic 
of the interval (evmt) between episodes, 

For research on climatic cycles or step 
functions, mmbers of the Gomittee cautioned 
against wing methodolorn such as spectral 
analysis which looks for cyclic f o m  irrespwlive 
of the realities of the ecosystem. Such 
Lechiques should simly be used to search for am 
explmalion of varisnce. Spectral malysis was 
applied to the Miwot-Green L&es system and 
limited power was fomd to explain actual 
ecosystem operation, Other, more appropriate, 
methodologies may be available for investigating 
value discontinuities in ecosystm a d  abiotic 
variables. An exqle is the work of Walsh a d  
Rich= (1981) on the rotation of orthogonal 
principal co~onmts, By exmining the sizes of 
anomaly fields, they were &le Lo identify sister 
stations in both time md space md define 
diseoatinuities in the record. This technique 
could be very useful for extrapolating out from 
LTER sites, 

As a resul t  of the h o v e  considerations, the 
Comittee fomd that LmR scientists, a d  others 
working i n  the field of climatic variability, 
should be more specific than the  tern " " e P i m a t i c  
ehmge" ~SPCPWS, For clarity, we should wply 8 
distinction between "episodes" md "evr?nts9', .An 
"event" w w  defined 8s a single occusrmce, such 
as a large rainstom, often embedded in the 
fmckioning o f  the s ~ o p t i c  climatic scale, An 
"episode" w a s  taken as a s t r i n g  of events  and its 
&ration is probably related t o  the time constant  
o f  the system. Some events and most episodes 
reset the  time clock of the system, They result 
i n  a large chmge in the ecosystem at the time o f  
occurrence 90k%wed by 8 Bong tail of less obvious 
adjustments, 

The @omidtee recomized at least three 
versions o f  climate episode. F i r a t ,  climate 
episodes are defined by the data o f  the climatic 
time series bounded by their indications of 
chmges of state, Second, the perceived climatic 
episode is of t en  described by m e a n s  s f  climatic 
data but is actually bomded by a time scale s f  
hmm memom l a s t i n g  between $0 md 80 years, 
Third, a climate episode may be best defined by 
responses of the components of the ecosystem, A 1 1  
are especially dependent on spatial scale md the 
latter i s  specifically apropos for Long-Term 

Research., 

SCALE I 

In discws isn ,  the Cornidtee continually 
returned to westions about. t i m e  md space scales 
i n  which episodes occur. Scale is an important 
consideration because it deternines what kinds o f  
questions can be asked abou"8;he opesation of  the 
ecosystem, Researchers t relate the scales on 
which climate systems operate to those scales OW 
which the biotic: parts o f  the ecosystem operate, 
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In rndilzg t h e e  ti= mQ space distiaelisne, we 
will be addressing the probl 
the sme sense a s  in the con 
theorgs. Those concepts were applied t o  ecolom by 
such sainal works as Allen and Stasr (1982) and 
B % e i f l  m d  others (L986)* I n  o r g a i z i n g  our 
i d e a  araurmd specific time and spwe scales we 
will be dealing with am orga ized  complexity 
instead of disorgmized c o ~ % e x i t y .  We will f i n d  
that a31 parts 06 the  system do nod interact at 
t h e  sme time beeawe of' the very existence o f  
different time and space scales, For instmce, 
microbial respiration rates are more related do 
individual r a i n  events than to gap/phase 
succession events in forests that  have been 
subject to long-lasting droughts. This qproach 
f o r  simplifying orgmized eompl. 
us $8- ~tructure our view o f  sys 
need to upgrade our key skills for sampling our 
systems. In aPI o f  these considerations, the 
fmctiasnal ecosystem vari&%es assme greater 
impsrdmce than the st mctural variables. 
Therefore, the climate variables that  relate t o  
eeosyslea faqckiorr rather than to structure should 
be wphmized, 

Thus, we conclude that understanding climate 
v a r i & i l i t y  and ecosystem response demands tha t  we 
pay particular a t t e n t i o n  to space and time scales, 
We must beware of arbitrarily imposed, human- 
derived scales and concentrate on those scales 
that  emerge from the functioning of the  ecosystem 
and climate systems, Research should specifically 
identify these fmctions m d  processes of the 
ecosystem that cannot keep up with potential rates 
sf ab io t ic  change such as postulated global 
warning rates, 

IHDICES FOR IWSRSIm C W m I S O N  

The LTEB Climate Cornittee recognized a 
continuing need for consistency in obtaining a d  
handling data across the Network. A set of time 
series malyses across all sites would be useful.  
Also useful would be new indices, not directly 
dependent on monthly and annual mean temeradure 
m d  precipitation values, to extend the 
infomaticma base beyond our earlier work 
(Greenlmd 1987). h e  such index, the date o f  
lake freezing, i s  ably demonstrated in this v s l m e  
for the Horthem L&es sitee. Bmever, this and 
mother index related to stom surge data are 
specific for the  LTER s i t es  a d  ecssyst 
represent, 

Other data sets e x i s t  that could provide useful 
a d  general climatic indices, For exap le ,  the  
Department of E n v i r s m e n t a l  Sciences a d  the 
University o f  Virgin ia  has records o f  cyclone 
frequencies s i n c e  1885 and 508 to PO00 aob 
thickaess Levels for all LmR s i d e s .  

An index tha t  semed do have wide application 
for intersite eomarisons emmated from air m m s  
elimalolo$y. Climate at a glace is dependent on 
exposure Lo a characteristic pattern of air mass 
Lmes which in tenate  mmy elianalia: elments such 
as tqerature, preeigitation, and hmidi ty .  
Wmdlmd a d  Bryson (1981) refined the concept of 

frequency of air  mms c l i m a t o l o ~  by w i n g  
stsemline malysis Lo map airstsem regions. The 

defined by the bsmdaries be 
fs- different global source 
d Bryson traced the scrstrce sf these air 
mai3~~ing monthly surface level 

s t rea l ines  ( i , e . ,  lines of resultmt win& along 
which air actually fkms at m y  given mommd). 
Every LTER s i t e  experiences periods during the 
yeas when there is a s h i f t  between being in the 
region of one airadream and being mder the 
influence of air from mother, Am index for  
comparing LTER sites might be the nrmber of months 
duration in different airstream regions. The tire 
pattern of airstream regions could also explain 
the  seasonal d i s t r ibu t ion  of precipitation and 
strong s i t e  contrasts such as the extreme between 
Jornada and Ar~jBrms~ Variation might increase 
wi th  distance o f  a site from the source sf the 
airstream. 

Wendlad, who pioneered t h i s  workl has since 
exmined air m a s s  frequency data fo r  a l l  LmR 
sites (Table I). These frequencies can be refined 
to ensure tha t  the boundaries for the air m a s s  
regions are based on data representative for each 
LTER site, For example, the elevated M i w o t  site 
is not expected to be in the sme air mass as the  
P la in s  site, both based here on Denver data, 
Table 1 indicates the duration sf each air mass 
from various source regions =d suggests t h e  
climate for  the 1948-1963 period, In mother time 
period, the air mas frequencies might change, 
especially at sites near the  confluences of 
airstreams. Thus, this data $"om may provide 
evidence o f  m o v e s  from one climatic episode to 
mother. 

The Committee thus recommends that  sites, 
s i n g l y  and as a network, investigate new a d  non- 
stmdard climatic indices to supplement the 
i n fomal ion  obtained from standard climatic 
observations a d  s aries, Our goal i s  to def ine  
and r e f i n e  relationships between climatic 
variation and ecosystem response, 

9&-69;ward%y, LTER s i t e s  appear so different that 
useful comparisons are either obviow or else 
impossible, A benefit 06 having ETER s i t es  in 
very d i f fe ren t  biomes is tha t  broad-scale 
comparisons, not of t en  available t o  ecologists, 
c m  be made which should give valuable insights 
i n t o  ecosystem f a c t i o n  m d  processes, This w a s  
demonstrated during the Workshop when similarities 
and dissimilarities between s i tes  were exmined, 

Mmy sites have not yet identified clear or 
obvious ecosystem responses to slow climate trends 
or even t o  evcl~lts of mid-scale severity. But most 
sites have experienced major responses do a severe 
weather event, "re flubbard Brook ecosysta, fo r  
e x m l e ,  was not markedly disturbed by the 
droughts of the 1960s but still shws tlre effect 
of a single hurrieme in 1938, This may be yet 
mother e x w l e  of our inab i l i ty  Lo perceive Long- 
tern chmges, Tree blmd has been a repeated 
catastrophic wind event at several LmR sites a d ,  



Table l.--Mean number of months per year of 
dmination by five air mass types for LTER sites, 
1M&-19Ci3. 

S i t e  North North Ohio Arc t i c  High 
P a c i f i c  A t l a n t i c  Val ley P la ins  

and Cuff 
....................................................................... 

Andrew~, OR 12 

Sev i l l e ta ,  NH If I 

Konza P r a i r i e ,  KS 5 5 2 

Hubbard Brook, HH 3 6 3 

Bonanza Creek, AK 2 7 3 

Jornada, NH 2 7 3 

V i r g i n i a  Coast, VA 1 8 3 

Wiwot Ridge, 60 3 5 2 

Centra l  Pla ins,  CO 3 5 2 

Okefenokee, 6A 9 3 

North I n l e t ,  SC 9 3 

Coweeta Lab, WC 1 7 4 

L u q u i l l o  For., PR 12 

Cedar Creek, HN 5 3 2 3 I 

I l l i n o i s  Rivers, I1 3 4 2 1 2 

Horthern Lakes, HI 3 4 1 2 2 

Kellogg Sta., M I  2 4 2 2 2 

Harvard For., t4A 1 5 4 1 1 

Arc t i c  Tundra, AK 4 8 

rature and precipitation. This 
augurs well for the extrapolation of results from 
the LTER network to larger areas. Yet, unique or 
isolated sites such as Niwot will not display the 
same spatial and temporal trends as adjacent 
dissimilar areas. 

At first the Kellogg Biological site was 
believed to be functionally different frm other 
sites because of its qhasis on monoculture of 
amicultural crops and the attention given to 
short time-scale investigations -hasizing 
specific times of the year. These seasonal 
studies include winter impact on the life cycle of 
insect pests, spring weather affecting 
gemination, and climatic influences on 
pollination and seed set. The lesson is that 
weather events are marked by phenological events, 
a phenomenon equally true at other LTER sites. 
The fact that the Kellogg ecosystem defines 
shorter time scales is another demonstration of 
the importance of reco-izing all time scales as 
was discussed earlier. 

Discussion revealed that many LTER sites had 
considerably more data than simply monthly means 
and totals of tenrperature and precipitation 
values. In may cases, high-quality data for 
climate and ecosystem variables coexist. 
Opportunities were recognized for episodic studies 
on daily and other time scales in intersite LTER 
studies. 

ary, several fertile areas for further 
research can capitalize on the similarities and 
dissimilarities of climate variability and 
ecosystem response across LTER sites. These 
include an investigation of (1) the importance of 
catastrophic events in relation to slower trends 
and cycles, (2) the time coincidence of certain 
major climatic breakpoints which appear to exist 
at several sites and the effects on ecosystems as 
they shift from one episode to another, (3) the 
relationship of climate to phenological studies 
across the LTgR network. 

since the Workshop, hurricane damage has 
significantly altered both the North Inlet and 
Luquillo sites. Mmy ecological responses are due 
to secondary effects of atmospheric events, such 
as flooding or landslides. For example, the 
redistribution of sediment by an intense rainstom 
on the otherwise dry Jornada site has =asked 
consequences on the biota either by burying thm 
or by providing new microhabitats. 

Several sites reported possible time 
coincidence for deviations in cliaate variables. 
The years of climatic change suggested by shifts 
in freezing dates of Lake Mendota, WI, in 1880, 
1940, and possibly 1980, were noted as times of 
change at some other sites and also in general 
climate data. LTER sites may benefit from 
exmining their records for comon break 
points in data sets. Data at most sites, as well 
daonstrated by the Central Plains Experimental 
Range, follow hemispheric, or at least regional, 

CONCLUSION 

Climatic variability and ecosystem response is 
clearly a topic having all the intricacies of a 
Gordian knot. Deliberations of the LT%R Climate 
Cornittee have indicated some important starting 
points at which the knot may be unravelled. 
First, we must be very conscious of our 
teminolom- Loose usage of terns may well hinder 
our cmeegtualization of reality. Second, we mst 
put considerations of scale at the beginning of 
our investigations instead of m&ing a priori 
assmptions about thean. There is a tendency, of 
which we must be cautious, to impose human- 
oriented concepts of scale on our real systems 
instead of letting the functions of the ecosystems 
themselves define our scale for us. Third, we 
have identified some exciting ways by which we can 
go beyond the use of simple temperature and 
precipitation values to relate to ecosystem 
functions or define Breakpoints between climatic 
episodes, Finally, insights gained by comparing 
sinrilarity and dissimilarity between the LTER 



sites will improve understmding of on-site over the United States and the North Pacific 
as well as explain intersite variation. Ocean, Monthly Weather Review. 109:767-783. 

None of these ideas are new; but within the Weatherhead, P.J. 1986, Row unusual are unwual 
context of climate variability and ecosystem events? Annerican Naturalist. 128(1)150-154. 
response at LTER sites, they take on a new 
significance. The hi$hly disparate nature of LmR Wendland, W.N.; B~son, R.A. 1981. Northern 
sites allows the Cowittee to search for indices Haisphere airstrem regions. Monthly Weather 
like air mass frequency that go beyond infomation Review. 109: 255-270. 
rwtraiaed to local observations alone. This 
opprtmity can lead to a broader search for new 
concepts and techniques in ecosysta science as a 
o l e  The LTEZR Climate C 
generated ideas and concepts that should 
facilitate notable progress in understanding 
climate variability and ecosystem response. 
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