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A STOCHASTIC MODEL FOR SIMULATING DAILY GROWING SEASON

WEATHER VARIABLES FOR INPUT INTO ECOLOGICAL MODELS!

PAUL V. DESANKER and DAVID D. REED?

ABSTRACT. A stochastic model is presented to generate daily
values of precipitation, solar radiation, maximum
temperature and minimum temperature. Precipitation is
modeled by a Markov chain-exponential model. Solar
radiation, maximum and minimum temperature are modeled using
a multivariate generating model conditioned on the wet or
dry state of the day and time period. The model is
formulated such that outputs can be used in simulation
exercises to test the effect of changing climatic conditions
on forest ecosystem processes.

Keywords: daily weather, ecological modeling, climate change

1.0 INTRODUCTION

The objective of this study is to
develop a model which can simulate daily
weather variables of a known dependency
structure for use in ecological models.

By controlling the properties of the daily
weather variables, scenarios of changing
climate can be implemented, and
information generated for use as input
into ecological models utilized in climate
change studies. Daily weather data are
frequently needed to calculate many
ecological processes like photosynthesis,
evapotranspiration, and respiration, or as
input parameters to models, for instance
growing degree days, soil moisture and
drought indices. The meteorological
variables needed most include air and soil
temperature, incoming solar radiation,
humidity, and precipitation for each site
of interest. The daily data are rarely
available for the particular site of
interest or only long term regional
averages may be available.

Presented at the 1991 Systems Analysis in Forest
Resources Symposium, Charleston, South Carolina,
March 3-7,1991.

The authors are Ph.D. Candidate and Professor
of Forest Biometrics, School of Forestry and Wood
Products, Michigan Technological University, 1409
Townsend Drive, Houghton, MI 49931, (U.S.A.).

In the past, on sites where daily
weather data were not measured directly,
data were extrapolated from routine
National Weather Stations (NWS) or
regional long term averages were used.

For example, Running et al.(1987)
extrapolate NWS data to adjacent
mountainous terrain. Their method relies
on the daily data for adjacent stations to
be complete for all variables of interest,
and of course, available to the user.

It is possible to collect daily data
over several years and carry out required
calculations over short time periods.
However, this becomes impractical over
longer periods, such as those required to
evaluate ecological processes. We
demonstrate how several years of
measurements and other available long term
data can be used to construct a stochastic
simulator for daily weather conditions.

The model that we implement simulates
daily values of maximum and minimum
temperature, precipitation and solar
radiation. The technique recognizes and
guarantees the observed serial and cross
correlation in and between the variables.
The model treats precipitation as the
primary variable and then conditions the
other variables for a given day on whether
the day was wet or dry.



2.0 DATA COLLECTION

This study was part of a larger project
that is attempting to determine the
effects of an imposed factor (in this case
electromagnetic fields), against a
background of natural variability in
climate and other factors (Mroz et al.
1990). Each of 3 sites located in the
Central Upper Peninsula of Michigan, was
equipped with an automated data collection
platform. These platforms monitor
precipitation, air and soil temperature,
relative humidity, and solar radiation.
Data were retrieved 8 times daily via the
National Earth Satellite System (NESS)
transmissions at three-hour intervals.
These data were processed to obtain
information such as maximum and minimum
daily air temperatures, total daily
precipitation and solar radiation, as well
as growing degree days on a 4.4 degree
Centigrade basis. Growing degree days
were calculated on a daily basis and
summed up for weekly or monthly totals.
Data collected this way over 5 growing
seasons (April to October,1985-1989) were
used in the present analysis. Nineteen
years of data on precipitation and
temperature from an adjacent NWS at
Crystal Falls as published monthly in
'NOAA Climatological Data for Michigan’,
were also used.

Two of the three sites are located in
the southwestern part of Marquette County,
at approximately 46°20’ N latitude and
88°10' W longitude. The third site is in
Iron County about 5 miles south of Crystal
Falls at approximately 46°l0’'N latitude and
88°30' W latitude. There are mno
outstanding topographic features close to
any of these sites.

3.0 DAILY WEATHER MODEL

The basic daily weather model
formulation follows the conceptual
relationships described by
Richardson(1981). The stochastic
relationships underlying the
meteorological processes of rain, maximum
and minimum temperature, and solar
radiation are developed as follows:

i. The processes are time depedendent
within each variate.
ii. The processes are interdependent
among themselves.
iii. The processes exhibit seasonal
oscillations for each

variable.

Temperature and radiation are more
likely to be below normal on rainy days
than on dry days. Maximum and minimum
temperature on any given day will be
related because of heat storage in the
soil and surrounding atmosphere. Maximum

temperature should be serially correlated
because of heat storage from one day to
the next.

Precipitation is modeled seperately
from the other variables. The full model
considers precipitation as the primary
variable and then conditions the other
three variables for a given day on whether
the day was wet or dry. We develop the
precipitation process first. 1In order to
account for seasonality, the year was
divided into l4-day periods with period 1
starting January lst of each year. We
assume the process is stationary over each
l4-day time period.

3.1 PRECIPITATION MODEL

The modeling of rainfall has a large
literature, reviewed by Waymire and

.Gupta(1981). Markov chains have been used

to model the sequence of wet and dry days,
and have been extended to allow for non-
stationarity by fitting seperate chains to
different periods of the year (e.g.
Dummont and Boyce, 1974), and by fitting
continuous curves to transition
probabilities (Woolhiser and Pegram,
1979). The orders of the Markov chains
and number of states used vary from study
to study. In this paper we use a two
state Markov chain and test first and
second order Markov chains. For the wet
days, the amount of precipitation has been
modeled using the exponential, gamma, and
mixed exponential distributions. We
tested the gamma, Weibull, and exponential
distributions for precipitation amounts.
We define a day to be wet if the amount of
precipitation is 0.01 inches or more.

3.1.1 Precipitation Occurrence

We consider a sequence S, of
observations x;,...,X, from a Markov chain,
each observation assuming one of two
states, and denoted by 1 if wet, or 0 if
dry. A Markov chain is said to be of
'order' k if the following equation
relating the conditional probabilities is
satisfied where k is the smallest integer
such that

P(X ! X g1 KXo oo} = PIX Xy Xpga v oo s Xpg)

¢9)

for all n.

In the above, k is assumed to be an
integer greater than zero. However, the
chain is said to be of order 0 if it is a
sequence of independent random variables.
We assume that the chain is ergodic so
that the final chain is stationary within
each period. A unique stationary
distribution, in which all probabilities
are non-zero, independent of the initial
conditions is assumed.




Estimation

Let X, = 1 if day t is wet, t=1,2,...,n
=0 1if day t is dry,

where n is number of days in a period, (14
here).

We will consider first- and second-
order Markov chains (everything follows
for higher order chains). The assumption
that X, forms a second-order Markov chain
is the assumption that in (1):

Px, = 11X g, X g1 Xpezs»») = Plx,=11X, ,,X%.,
t=1,2,...,n

(2)

and fitting the Markov chain involves
estimating for each time period, the 4
parameters:

Dpy = P(x,_.=1|xb-1=h,x.t,2=j) (3)
t=1,2,...,n; h,j=0,1

The numbers of transitions are sufficient
statistics for py; so the data may be
reduced to a 2 X 2 X 2 table (for each
period) with entries

Nyuy = Number of days with x, = 1, X,, = h,x
t=1,2,...,n; i,h,j=0,1
(4)
The obvious estimates of p,; are the
observed proportions:
Bry = Nypy / Nopy . h,J=0,1 (5)

where + indicates summation over the
subscript.

The log-likelihood is given by Stern and
Coe (1984) as

6
Log L =Y Nyy; 10g(pys+N,p,109 (1-py;) ] ®
h, 7

We determine the order of the chain from
the given observations, S. We apply an
approach introduced by Tong(1975) using
Akaike's Information Criterion
(Akaike,1974) as an objective procedure
for the determination of the order of an
ergodic Markov chain with a finite number
of states.

The Akaike Information Criterion (AIC) is

AIc(g) = -2 log L(y.,8,) + 2q €))

where q is the number of independent
parameters to be estimated, and L(y,ﬂq) is
the likelihood. The best model is the one
defined by the minimum AIC, termed the
Minimum AIC Estimate (MAICE). Tong(1975)
gives equivalent forms of the above risk
function, with the following as the most
convenient for the Markov chain problem:

. 8
AIC(q) = ,n, - 2(degrees of freedom)( )

where gn; is -2(the log-likelihood ratio
for the gq-th order chain to a true order
of L), see Tong(1975) for formulae, or
Chin(1977) for an alternative calculation.

The loss function, AIC(q) for orders
0,1 and 2 using equation 7 were evaluated
and MAICE was minimized for each growing
season l4-day time period (10-21) with g
equal to 1, implying a first order Markov
process.

3.1.2 Precipitation Amount

In describing rainfall amounts, some
authors have fitted Markov chains with
many states, each representing a range of
amounts (e.g. Khanal and Hamrick,1974;
Haan et al,1976). Others have modeled the
rainfall amounts on wet days separately.
The distribution of these amounts is
extremely skewed, with the smaller amounts
occurring much more frequently than the
larger amounts. Recall that a day was
classified as wet if rainfall was at least
0.01 inches. The highest amount of
rainfall in one day over the 19 years of
data at Crystal Falls was 3.84 inches.
This led us to use truncated forms of the
functions that we consider, with a lower
truncation point of 0.01, and an upper
truncation point at 4.0 inches.

We let Y(t) be the amount of precipitation
on day t of a given period. We assume the
Y(t)'s are independent random variables
with density function f(y), given for the
exponential as:

(Left and Right Truncated) Exponential:

- (1/2) expl-(y-t)/A]
£y 1 - expl-(T-¢t) /2] 9)

0<ESYyLT<, A>0

The first and second moments are given by:

- t-Texp[-(T-t) /4] 10
B = h e . 0




) (£2+2¢) —exp [~ (T-£) /A] (T2+2A
E[Y?] = 2A% + 1= expl-(T-6) /%)

(11

Log likelihood for n random variables is
given by:

log L = -nlogh-Y " y;/A+n-nlog(1l-exp[-(T-t)
(12)

The maximum likelihood estimate for A is
found by iteratively solving the following
equation:

1 (T-t)exp[-(T-t) /8] (13)
2:)’ ¥ (1 - exp[-(T-t) /M)

3.2 MAXIMUM TEMPERATURE, MINIMUM
TEMPERATURE, AND SOLAR RADIATION

Stochastic modeling of temperature and
solar radiation has not received as much
attention as rainfall modeling in the
literature. Examples of stochastic models
for weather variables are Joseph(l1973) for
temperature, Goh and Tan(1977) for solar
radiation, and Richardson(1981) for both.

The approach used here considers
maximum temperature, minimum temperature,
and solar radiation to be a continuous
multivariate stochastic process with the
daily means and standard deviations
conditioned on the wet or dry state of the
day (Richardson,1981). The time series
for each variable was reduced to a time
series of standardized residual elements
by removing periodic means and standard
deviations using the following equations:

X, (9) - X5(5)

for Y; =.0 (dry day
o3 (9) !

X;(j) =

(14).

or

(5 =X

xs(J) = LY T for ¥; = 1 {wet day
oy

s

where X,°(j)-bar and 0,°(j) are the mean
and standard deviation for a dry day
(Y;=0), those in equation 15 refer to a wet
day (Y; > 0), and x;(j) is the residual
component for variable j, for day i.

These elements were analyzed to determine
the time dependence (serial correlation)
within each series and cross correlation

4

between each pair of variables. Five
years of data were used for the study
sites. There were no solar radiation
measurements for the Crystal Falls NWS.
Ten years of temperature data were used
for Crystal Falls and the solar radiation
values from the study sites were also
applied to Crystal Falls.

3.2.1 Multivariate Generating Model

The model used for generating residual
series of maximum temperature, minimum
temperature, and solar radiation is the
weakly stationary generating process
suggested by Matalas(1967). The equation
is

x;(J) = Axy, + Bey(F) (16)

where x;(j) and ¥x;-1(j) are (3X1) matrices
for days i and i-1 whose elements are
residuals of maximum temperature (j=1),
minimum temperature (j=2), and solar
radiation (j=3); €;(j) is a (3X1) matrix of
independent random components that are
normally distributed with mean zero and
unit variance; A and B are (3X3) matrices
whose elements are defined such that the
sequences have the desired serial
correlation and cross-correlation
coefficients.

The element$ of the matrix A are given by

A= MMt a7

where M,"! is the inverse of M,. M, is the
variance-covariance matrix (lag 0
covariance matrix), is nonsingular and
therefore its inverse exists. M; is the
lag 1 covariance matrix. The matrix
elements of B are given by the solution of

BB, = M, - MMM (18)

The techniques of principal component
analysis may be used to solve for B in
(16), applied to M, - M;M"IM,T
(Matalas,1967). Alternatively, since BBy
is symmetric, we diagonalize it and find B
as P 'D, where P is an orthogal matrix of
the eigenvectors, and D is the diagonal
matrix with eigenvalues, of BBT.




The matrices may be written as

1 po(1,2) po(1,3)

M, = [pof2,1) 1 po(2.3)] (19)
po(3.1) py(3,2) 1
pi (1) py(1,2) py(1,3)

M o= [p,(2,1) py(2) py(2,3)1 (20)
p1(3,1) p,(3,2) p,(3)

where p,(j,k) is the lag O cross-
correlation coefficient between variables
j and k, p;(j,.k) is the cross-correlation
coefficient between variables j and k with
variable k lagged 1 day in relation to
variable j, and p;(j) is the lag 1 serial
correlation for variable j. Since pg(j,k)
= po(k,j), My is a symmetric matrix.
However, p,;(j,k) is not necessarily equal
to py(k,j), and each element in M; must be
defined separately.

The parameters for the temperature and
solar radiation model are three lag 0
cross-correlation coefficients, three lag
1 serial correlation coefficients, and six
lag 1 cross correlation coefficients. The
daily values of the three weather
variables are found by multiplying the
residuals by the standard deviation and
adding the mean. The mean and standard
deviations are conditioned on the wet or
dry state of the day as determined by the
Markov chain model and on the time period.

Table 1.

Markov chain transition probabilities

4.0 TESTS OF THE MODEL
4.1 Parameter Evaluation

Parameters of the precipitation model
for first and second order Markov chains
(P(W|W), P(W|D), P(W|WW), P(W|WD),
P(W|DW), P(W|DD) and A, for each period)
were determined for Crystal Falls (19
years of data). The whole year was
divided into 26 l4-day periods, with
period 1 starting on lst January each year
(we only use periods 10 to 21 to cover the
growing season). Maximum likelihood
estimates of each parameter were
calculated for each period over the 19
years, and are given in Table 1 for the
Markov transitions and the exponential
amounts model. The exponential had the
minimum AIC, compared to the gamma and
Weibull functions, and so was used
throughout the season.

The daily means and variances of
maximum temperature, minimum temperature,
and solar radiation were calculated
conditional on the wet or dry states of
each day (maximum and minimum temperature
only for Crystal Falls) and time period.
These are plotted in Figures 1-2 for the
Martell’s Lake site and Crystal Falls NWS.

(observed)

and lambda estimates for the exponential amounts
model, for the growing season only?2

- -~ " —— -

PERIOD P(WIW)
10 0.476744
11 0.567308
12 0.517544
13 0.486486
14 0.540000
15 0.398058
16 0.4554456
17 0.437500
18 0.475248
19 0.590551
20 0.637097
21 0.522124

- -

@ pP(WIW) and P(WID)
day i-1 was wet and

e - -] - - - -

Mean Periodic Exponential
P(WID) Total Rain (ins) Lambda Est.
0.250000 1.11 0.120
0.283951 1.57 0.140
0.375000 1.88 0.155
0.322581 1.51 0.140
0.307229 1.58 0.145
0.349693 1.53 0.150
0.321212 1.69 0.160
0.347059 1.71 0.160
0.327273 1.78 0.165
0.374101 1.76 0.130
0.316901 1.79 0.135
0.352941 1.16 0.950

are probability of day i being wet given
dry respectively, and estimate of

lgmpda wag calculated as sum of all rainfall in period k
divided by total number of wet days.




Temperature (deg C)

0.00
Period

~= Dry_max == Wet max=="Dry_min === Wet_min

Figure 1. Average maximum and minimum
temperature for wet and dry days per
period for Martell’s Lake Site 2.

Average maximum temperature is higher in
general on dry days than on wet days,
except when a period is unusually wet or
dry. In those cases, during long wet
spells, wet maximum and minimum
temperatures appear to decrease further
(see period 11-12). During dry spells,
(e.g.Period 16) the difference is less
pronounced, as wet days get warmer than
dry days (which is reasonable from day to
day casual observation during dry spells,
when it gets very hot just before a
rainstorm). Later in the growing season,
the days are wetter at the study sites
(after periods 18-19), and minimum
temperature on wet days becomes lower than
on dry days. For longer observations at
Crystal Falls, average minimum
temperatures are always higher for wet
days than dry days. Average maximum
temperatures on dry days are higher on dry
days as long as temperatures are above
freezing.

Standardized residual elements for each
variable were calculated by time period.
This resulted in a new series of residuals
for each variable that should be
stationary by construction, with a mean of
zero and standard deviation of unity. The
mean, standard deviation, skewness
coefficient, kurtosis coefficients and
lagged and cross correlations were
computed (using the SPSSPC+ Statistical
Package). These are given in Table 2 for
the Martell’s Lake site, as an example.
Maximum and minimum temperature on the
same day (lag 0) were strongly correlated.
Minimum temperature and solar radiation
had mostly negative cross correlation,
though of small magnitude (not
statistically significant, however, the

70 11 12 13 14 15 16 17 18 19 20 21

Ly

Solar Radiation

27 158 189 220 251 282
Days

= DryDays = WetDays

Figure 2. Average incoming solar
radiation for wet and dry days per period
and 1989 measurements for Martell’'s Lake
Site 2.

sample size was very small due to a large
number of missing values of solar
radiation). Dependency within each
variable was examined by calculating
lagged serial correlations, which were all
high.

The correlations in Table 2 completely
define the matrices M, and M; in the
multivariate generating model (equation
[16]) for generating residuals of maximum,
minimum temperature, and solar radiation.

4.2 Simulation of the Wet/Dry States and
Amounts

The data used for estimating the
parameters of the precipitation model from
Crystal Falls consisted of 19 years of
data. We thus, simulated 19 years of data
in order to evaluate the model (in
practice, many more simulations would be
performed). Simulated precipitation is
plotted for the first order Markov chain,
using the exponential amounts model, in
Figure 3. Plots of average observed and
simulated transition probabilities are
given in Figures 4 for P(W[D) and 5 for
P(W|W). There is generally good agreement
except for P(W|W). However this would
improve with a larger number of
simulations.

Apart from the lst-Order transition
probabilities, we test the performance of
the model by comparing the observed and
simulated frequencies of three and four
day sequences of wet and dry days. We do
this by looking at 2nd-Order and 3rd-Order
transition probabilities. These are
P(W|WW), P(W|WD), P(W|WWW), P(W|WWD),
P(W|WDW), and P(W|WDD), and are shown in
Figures 6a-d. There was, in general, very
good agreement.




Probability

Probability

0.50
g
B
E
o]
o
>
8
2 0.201 -
]
fi
Z 0.10 = Observed -~ Simul.1stO.
0.004—r v v v
10 13 16 19
PERIOD

Figure 3. Observed and simulated periodic
precipitation for Martell’s Lake over the
growing season.

1.00

—=— Obs. PWW —=" Sim. PWW

0.801

o
o
<

o
'
=]

0.201

0.00 L

Period

Figure 4. Average observed and simulated
lst-Order Markov transition probabilities
(P(W|W)) for all year.

0.60
=== QObs. PWD~=" Sim. PWD
0.401
0.20
0.00 L S A SR S s e S See S S
0 6 12 18 24

Period

Figure 5. Average observed and simulated
lst-Order Markov transition probabilities
(P(W|D)) for all year.

1.00

~=— Obs. PWDW == Sim. PWDW
0.801

Figure 6a. Probabilities of 2nd-Order
(W[DW) sequences, observed and simulated.

1.00

~—=— Obs. PWDD —= Sim. PWDD

0.801

o
3
=]

Probability
=)
& .

0.201

0.00+—Tr—
0
Period

Figure 6b. Probabilities of 2nd-Order
(W[DD) sequences, observed and simulated.

1.00

~== Obs. PWWW —=" Sim. PW#WWW

0.801

Figure 6c. Probabilities of 2nd-Order
(W|WW) sequences, observed and simulated.




Table 2. Mean, standard deviation, and correlations.fo;
maximum and minimum temperature, and solar radiation
residuals (over the growing season) for Martell's Lake

site

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ Maximum Minimum Solar
Temperature Temperature Radiation
(degrees C) (degrees Cj {Langleys)

Mean Residuals 0.000 0.000 -0.007

Standard Dev. 0.977 0.977 0.966

Lag Serial Correl. 0.5511 0.4819 0.4243

Lag Cross Correlationb

variable Pairs rq(j, i) roli,3) E%Efiél-

&;;j;-& Min.T 0.5832 0.6018 0.2563

Max.T & Solar -0.0570 '0.1007 0.0030

Min.T & Solar 0.0449 -0.0497 -0.0219

b r (p.q) is the lag cross correlation between variable in
o) ané variable g lagged k times

4.3 Simulation of Maximum and Minimum
Temperature, and Solar Radiation

After the Markov chain-exponential model
was used to generate precipitation, values
of maximum and minimum temperature and
solar radiation were simulated by first
generating residuals of these three
variables using equation (16). Then the
daily values were obtained by multiplying
the generated residual by the standard
deviation and adding the mean, conditioned
on the wet or dry status of each day.

Data of temperature and solar radiation
over five growing seasons were generated
for one site as an example (Martell’s Lake
site), and these were compared with
observed data. The means of all three
variables for each period of the growing
season compared very well with observed
mean.

5.0 APPLICATIONS IN CLIMATE CHANGE
STUDIES

Richardson(1981) found the correlation
structure of temperature and solar
radiation to be approximately the same
over three sites widespread sites (Temple,
Atlanta and Spokane) (see Table 3). Our
sites were too similar to allow general
speculation. However, if we assume that
in fact the correlations are approximately
constant for all locations, accommodating
climate change scenarios reduces to
studying precipitation processes.

Plots of the periodic transition
probabilities (Figure 7 and 8) indicate
that the transition probabilities do not
seem to be related to the total amount of
precipitation, except possibly at large
amounts for P(W|W), P(W[D) follows its
pattern. (These supposed relationships
are likely to be very specific to the area
where data was collected.) We propose
regional tests of these series as follows:

i. Assume constant dependencies,
then extrapolate these series for
increased or decreased amounts of
rainfall.

11. Estimate the transition
probabilities given the amounts for a site
within the region of application.

In relating this simulation model to
existing weather records, it is possible
to work in monthly periods (instead of 14-
day periods). Care must be taken to
assess stationarity over the longer time
interval. This may be particularly
important since, for many locations,
monthly summaries are the only available
historic information.

Many ecological models, of course, do not
directly utilize minimum or maximum
temperature, solar radiation, or
precipitation. Insteaed, summaries of
this information in the form of growing
degree day sums or moisture (or drought)
indices may be required as input into
ecological simulation models. Most such
variables may be easily derived from the
simulated weather conditions provided by
this model, though additional site
information (such as soil texture) may be
needed for some particular indices.

Ecosystems respond to extremes and thus
annual averages many not be sufficient for
use in ecological models. Linkage of our
model with ecological models would allow
daily temperature and precipitation to be
utilized in investigating ecological
effects, even if summaries of daily
variables are calculated into heat sums
(for example).
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Table 3. Comparison of cross-correlations between residuals
of maximum and minimum temperature, and solar
radiation from Richardson(1981) with those for
Martell's Lake site -

Temple, Texas (Richardson,1981)

Max.T & Min.T 0.4990 0.6720 0.5770

Max.T & Solar 0.1220 0.3200 0.0900

Min.T & Solar -0.0800 -0.1530 -0.0600
Atlanta, Georgia (Richardson,1981)

Max.T & Min.T 0.5370 0.6870 0.6350

Max.T & Solar 0.0760 0.2350 0.0400

Min.T & Solar -0.1450 -0.2480 -0.1060
Spokane, Washington (Richardson,1981)

Max.T & Min.T 0.5%90 0.7320 0.6830

Max.T & Solar 0.1080 0.1920 0.0430

Min.T & Solar -0.0490 -0.1760 -0.0580
Martell's Lake Site, Michigan

Max.T & Min.T 0.5832 0.6018 0.2563

Max.T & Solar -0.0570 0.1007 0.0030

Min.T & Solar 0.0449 -0.0497 -0.0219

€ r(p,q) is the lag cross correlation between variable in
p ané variable g lagged k times




6.0 DISCUSSION

A technique for generating daily values of
precipitation, maximum temperature,
minimum temperature, and solar radiation
has been designed and implemented. The
basic approach was to generate
precipitation indepently of the other
three variables, and then condition the
other three variables on the wet or dry
status of the day. A Markov chain of
order one was used to define wet or dry
status, and an exponential model was used
to describe precipitation amount. A
multivariate model was used for maximum
temperature, minimum temperature, and
solar radiation. Since the latter three
variables are conditioned on wet or dry
states of a day, the generation of the
these states was important in this study.
Comparison of simulated precipitation with
observations has shown that the Markov
chain-exponential model worked well.

The overall objective was to be able to
use the simulator in climate related
ecological studies. Ways that this can be
accomplished have been explored. Other
applications are in the calculation of
growing degree sums and indices of
moisture and drought for use in simulation
models of forest tree growth and dynamics.
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FOREST LANDSCAPE CLIMATE MODELINGL

Edwin M. Everham III, Katherine B. Wooster, and Charles A.S.

Hall.

The temporal and spatial patterns of climate
have profound impacts on ecosystem processes.
We developed a microclimate simulation model
that predicts the values of insolation,

temperature, relative humidity, and rainfall

as a function of topography.

Model

predictions match closely with empirical
values, with the exception of relative
humidity which is consistently low, and

rainfall which has not yet been validated.

Keywords: microclimate, climate modeling,
simulation modeling, Luquillo Experimental

Forest

INTRODUCTION

Climate is an important factor
influencing ecosystem processes. We
believe that climate varies
significantly over relatively small
scales on complex terrains and that
this variation has profound impacts on
ecosystem properties. We developed a
microclimate computer simulation model
that predicts insolation, temperature,
relative humidity, and rainfall as
functions of topography. The model is
integrated with a geographical
information system for the Luquillo
Experimental Forest (LEF). This GIS is
a raster system with 30 m by 30 m grid
cells holding information on elevation,
slope and aspect. Our model is not
intended to predict daily weather, but
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to simulate realistic values, that can
be used to drive other models of
ecosystem processes.

STUDY AREA

The Caribbean National Forest and
LEF are located in the northeast corner
of Puerto Rico (Figure 1) The LEF has
a history of research that goes back to
the 19th century. It has been managed
by the US Forest Service since 1917,
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Figure 1 ~ [uquillo Experimental Forest
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and was officially designated the LEF
in 1956. It presently encompasses
11,330 hectares including four
principal life zones: subtropical wet
forest, lower montane wet forest,
subtropical rain forest, and lower
montane rain forest. More commonly the
forest is viewed in terms of distinct
forest ecosystems: tabanuco, colorado,
dwarf, and palm (Brown et al. 1983).

The Tabanuco forest is found below
600 m and occupies approximately 70% of
the area of LEF. The principal canopy
species of this ecosystem is (Dacroydes
excelsa Vahl). Colorado forest exists
above 600 m, the average cloud
condensation level, and occupies about
17% of the forest area. It derives its
name from the palo colorado (Cyrilla
racemiflora L.). Dwarf Forest, also
called elfin or cloud forest, to
indicate the short gnarled vegetation
or the almost constant cloud cover,
occupies approximately 2% of the LEF at
ridge lines above 750 m. Palm or palm
brake forest occupies 11% of the total
forest area, mixed through the colorado
and dwarf forest types on steeper
slopes with saturated soils. The
principal species in the sierra palm
(Prestoea montana (Graham) Nichols)
(Brown et al. 1983).

The LEF varies from 100 to 1075 m
above sea level. In general as the
elevation increases, temperature
decreases, rainfall and soil moisture
increases, community diversity (Little
and Woodbury 1976) and canopy height
decrease. In addition, we find
significant differences in rainfall
patterns depending on the region of the
forest, defined by the main ridge lines
(Hall et al 1990).

Burns (1988) developed GIS files of
elevation, slope, and aspect on a 30 m
by 30 m scale for the entire forest.
This topographic information is used to
drive our climate model.

MICROCLIMATE MODEL

TOPOCLIM is a computer simulation
model of climate written in FORTRAN,
compiled using a Lahey FORTRAN
compiler, and runs on a microcomputer.
It is designed to predict values of
global solar radiation, temperature,
relative humidity and rainfall. The
relationships were developed
principally from a data base compiled
by Briscoe (1966) who collected climate
data from ten stations at various
elevations around the forest.

12

Solar Radiation

Solar radiation values are given as
a flux density of watts per square
meter based on the following equation:

GLOBAL DIRECT BEAM
SOLAR RADIATION RADIATION

[l

DIFFUSE REFLECTED
+ RADIATION + RADIATION

Solar radiation is calculated as a
function of both slope and aspect and
is modified by cloud cover and terrain
feature blockage.

Direct Beam Radiation

I =1I0o* (SINA' * SIN B * COS A' *
COS B * COS (HR + k)

I - radiation incident upon the
surface

Io - solar constant (1360 W/m"2)

B solar declination

HR ~ hour angle in degrees

Al latitude of equivalent slope

k - adjustment for apparent
longitude of equivalent
slope

The cosine law as applied by Gates
(1980) calculates direct beam radiation
as a function of the cosine of the
angle between the direct beam and a
normal to the surface. This is
influenced by latitude, longitude, time
of day, solar declination, slope and
aspect. This value is further modified
by atmospheric attenuation based on
average transmissivity (0.82),
stochastic generation of cloud cover,
and blockage by adjacent terrain
features. Average transmissivity is
calculated using data for Odum and
Pigeon (1970). Blockage by terrain
features is determined through the
integration with the GIS elevation
file. For each time step, the
direction and height of the sun is
determined and the model searches along
the line of site to the sun for any
elevation grid cells that would block
the direct beam.

Diffuse Radiation

SLDIF = Io * TAUDIF * (COS(SLOPE/2)*%2)
* AM

SLDIF =~ diffuse radiation on a
slope surface

Io - solar constant

TAUDIF - transmissivity for diffuse
radiation

SLOPE =~ slope angle in radians

altitude of the sun
(optical air mass factor)

ALT



Diffuse radiation is calculated
assuming an isotropic sky dome and a
flat horizon (Gates 1980, Liu and
Jorden 1960).

Reflected Radiation

SLREF = Io * REF * TAUREF * ALT *

(SIN(SLOPE/2) **%2)
SLREF - reflected radiation on a
slope surface :
Io - solar constant
REF - albedo
TAUREF ~ transmissivity for

reflected radiation
ALT - altitude of the sun
SLOPE slope angle in radians

Reflected radiation is a function of
the slope of the surface, and the
albedo of the surrounding surface.

Relative Humidity
VAPPRESS = ~0.474 + 1.161 * TMIN

VAPPRESS - atmospheric water vapor
pressure

TMIN - minimum temperature
RH = 100 * VAPPRESS/SATPRESS
RH - relative humidity

SATPRESS - saturation water vapor
pressure for given
temperature

Atmospheric water vapor pressure is
determined by a regression to minimum
nighttime temperature (r~2 = 0.87).
This water vapor level is assumed to be
constant through the day. The relative
humidity is then calculated as a change
in saturation vapor pressure due to
temperature change.

Temperature

TD(HR) = (TMAX-TMIN)*SIN(3.14*HR-
(SRS+C) ) / (ADY+2%A) ) +TMIN

TN(HR) = TMIN + (TSN-TMIN) * EXP(B *
BBN/ANI)

TD(HR) - day temperature at time HR
TN(HR) = night temperature at time
HR

TMAX - daily maximum temperature

TMIN - daily minimum temperature

TSN, - temperature at sunset

ADY - day length

ANI - night length

SRS - time of sunrise

BBN - number of hours after sunset

A - lag coefficient for time of
maximum temperature after
noon

B - nighttime exponential decay
coefficient

o] - lag coefficient for time of
minimum temperature with
respect to sunrise

Hourly temperature
calculations are based on the work of
Parton and Logan (1981), involving a
modified sine curve for daytime
temperatures and an exponential decay
function for nighttime temperature.
Maximum and minimum are calculated
using a regression based on elevation.

Rainfall
NERAIN

NERAIN
SRAIN

2.6436 * ELEV + 2728.4
2.6184 * ELEV + 2144.3
1.8849 * ELEV + 2654.7

[ |

NWRAIN - yearly rainfall in mm for
the NW region

NERAIN - yearly rainfall in mm for
the NE region

SRAIN - yearly rainfall in mm for
the S region

ELEV - elevation

Rainfall is regressed to elevation
and general aspect of the forest. An
additional 15 weather stations around
the forest had rainfall data. All
discontinuous station records were
normalized to the long-term records at
San Juan and Fajardo. All available
data were used in the regression
analysis, so no validation to
independent data sets was possible.

MODEL VALIDATIONS

For Cape San Juan, at 39 m above sea
level, the January simulated values for
radiation flux match quite closely,
with an average difference of 27.3 and
a maximum difference of 75.0 (Figure 2)

00 simulated o—e empirieal

INGOLATION (waltte/ni")

100
0

12

HOUR

Figure 2 - Insolation for Cape San Juan
January
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Similar results are found for
October at El1 Yunque, one of the
highest points on the forest at 1065 n.
The average error here is 39 (maximum
88) (Figure 3).
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Figure 3 - Insolation for El Yunque
October

The relative humidity algorithm
assumes that the water vapor pressure
is constant. This assumption leads to
consistently low levels of relative
humidity, with an average absolute
error of 5.4 percent and a maximum of
16.3 percent, for Rio Blanco, at 31 m
elevation (Figure 4).

o——@  emplrical O==0  simulated

8

RELATIVE HUMIDITY (%)
R ERERER.

HOUR _
Figure 4 - Relative humidity for Rio
Blanco - October

This slight daily error becomes more
significant if monthly averages are
calculated. This data set came from
the Atomic Energy Commission
irradiation study (Odum and Pigeon
1970) at 450 m elevation, and is
discontinuous, thus the missing values
for July and August. The average error
is 8.0 percent and the maximum is 13.1
percent (Figure 5).

We reexamined Briscoe's data for
daily patterns of total water vapor
change and were able to adjust the
relative humidity algorithm, based on
average hourly changes in water vapor
content. Figure 6 shows the new model
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Figure 6 - Relative humidity for Rio
Blanco - October. Adjusted
for ocean water vapor inputs

run for Rio Blanco. The average
absolute difference is now 5.2 percent
and the largest difference is 15.5.
This obviously does not solve the
problem. We will next look a lag times
correlated to elevation as the warm air
masses from the ocean move up the
mountain in the late morning, and
attempt to quantify the
evapotranspiration inputs to the
atmosphere.

The temperature simulations are
fairly close for this Sabana 8, at 260,
m in August. The average difference
here is 0.4 degrees celsius with a
maximum of 1.1 degree (Figure 7).

The simulation for El Yunque in
September is consistently low. and
shows more error, with a maximum of 2.7
degrees difference and an average of
1.3 degrees (Figure 8).

The average monthly values for El1
Verde are also consistently low, but
with only an average error of 0.9
degrees celsius (maximum 1.4) (Figure
9). The low temperature readings for
the last two sites may be the result of




aspect affects, which are not included
currently in our model.
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Figure 9 - Temperature for E1 Verde

CONCLUSIONS

Our model predicts the spatial
variation of climate factors reasonably
well and indicates the need to consider
the affects of terrain on climate. 1In
the future we intent to examine aspect
affects on temperature, attempt to
refine the relative humidity algorithm,
develop gradients of these climate

factors down through the canopy of each
forest type, and examine the impacts of
hurricane disturbance on these
gradients.

We think these climate gradients can
be used to explain the distribution of
forest types in the Luquillo
Experimental Forest and will allow us
to drive models of forest hydrology,
nutrient cycling, and forest growth and
recovery in response to hurricane
disturbance.
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ANALYSIS OF WOOD PROCUREMENT STRATEGIES:

SUPPLYING MULTIPLE MILLS FROM MULTIPLE SOURCESL/

D. Hubert Burger and Mark S. Jamnickz/

Abstract.--A linear programming wood procurement and
distribution model was developed to analyze a complex

wood distribution system. The model can be used to
measure trade-offs between the conflicting objectives

of minimizing total wood cost and maximizing profit for

a woodlands division that is a profit center. The model
considers mill requirements, product revenues, and harvest,
transportation and wood purchasing costs.

Keywords: transportation, distribution, linear programming,
trade-off analysis, profit center.

INTRODUCTION

Wood procurement and distribution decisions are
crucial to the success of forest products firms.
According to a 1983 estimate, these activities
accounted for 55 percent of total Canadian forest
management costs (Edwards 1983).

Although these decisions are important to all
forest products firms, they are particularly
important to large integrated firms that are often
organized into mill and woodlands divisions, each
of which operates as a cost or profit center. This
complicates the wood procurement and distribution
decisions because each division may have objec-
tives which conflict with the objectives of other
divisions. Furthermore, as the size of forest
products firms increases, so does the number of
sources of wood, potential harvesting systems and
potential destinations and it becomes necessary to
use a modeling framework to help develop cost
minimizing (or profit maximizing) strategies.

This paper describes a linear programming (LP)
model that was developed to analyze the wood pro-
curement ang distribution decisions for Scott
Maritimes Ltd. (Scott). Although developed spe-
cifically for Scott, the model has a general
structure and can be used to examine a wide var-
iety of wood procurement and distribution deci-
sions. The model is unique in that it includes a
menu driven data editing system combined with a

l/Presented at the 1991 Symposium on Systems
Analysis in Forest Resources, Charleston, SC,
March 4-7, 1991.

Z/Graduate student and Assistant Professor of
Forestry, respectfully, Faculty of Forestry, Uni-
versity of New Brunswick, Fredericton, NB.

matrix generator, solution method, and report
writer that are transparent to the user. The
model uses dBASE format files so that data can be
easily manipulated outside of the model.

BACKGROUND

Scott is a forest products firm in Nova Scotia
that operates a pulpmill in New Glasgow and a
softwood sawmill in Parrsboro. Scott Canadian
Timberlands Ltd. (Timberlands) is Scott's wood-
lands division and is organized into three
regions. Timberlands, its three regions, and the
two mills all operate as profit centres. Timber-
lands's profit is the sum of the profits of its
regions.

Scott has several sources of wood supply. It
owns 1,000,000 acres of fee land, has another
200,000 acres of provincial crown land under *long-
term lease, and purchases stumpage from private
landowners in central and eastern Nova Scotia.
Additional sources include wood purchased at road-
side from independent contractors, imports from
outside of the province, and chips from the Scott
sawmill and 38 independent sawmills in the region.

This means that Scott has a large number of
choices when deciding where to obtain its wood.
Indeed, Scott has so many supply choices that it
has traditionally not done any timber harvest
scheduling for its own fee land. Harvest blocks
were chosen based on regional decisions about what
"'should" be cut. Even with harvest scheduling (a
system is currently being developed) there is a
wide choice of blocks that may be harvested in any
given period.

In addition to the supply choices, a number of

different harvesting methods can be used, each
with its own set of costs. The method used to
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harvest any given block depends on the terrain,
tree size, stand density, and the availability or
production capacity of each method. In many
cases, more than one method can be used to harvest
a given block. This increases the number of
choices to be considered when making wood procure-
ment decisions.

Timberlands is responsible for supplying all of
the wood required by the Scott pulpmill and saw-
mill. Timberlands also supplies wood to several
independent mills, either on a contractual basis
or as opportunities occur.

The wood distribution system is complex (Figure
1). Timberlands supplies wood to the various
mills either directly (at cost), at a fixed price,
or at a variable (market) price. The price
depends on the source (fee, Crown, private stump-
age, or purchased), the type of wood (sawlogs, .
pulpwood, or chips), and mill ownership (Scott or
independent).

lPurchased Woodl

IPulpwood, Chips‘

[Ctoun, Fee, Stumpaga[

l Pulpwood, Chips l

Fixed Fixed or
Price Variable Price
Y. .
Scott Independent
Sawmill Sawmill
Direct Fixed Price
l Chips
— 1
Direct Variable Price
Independent
Pulpmill Variable Price
4
SML
Pulpmill Cost Plus Overhead

Figure 1. Schematic Of Scott Canadian Timberlands
Wood Flows.

Purchased pulpwood and chips are transferred
directly to Scott's pulpmill (SML) at cost. Pulp-
wood and chips from fee land, Crown land, or pri-
vate stumpage may be sold to SML on a cost-plus-
overhead basis or to an independent pulpmill at a
variable price.

Sawlogs from all sources may be sold to the

Scott sawmill at a fixed price, or to independent
sawmills at either fixed or variable prices
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depending on contractual obligations. Timberlands
will not sell any sawlogs without the first right
to purchase sawmill chips at a fixed price. Such
chips are treated as purchased wood and may be
transferred directly to SML at cost or sold to an
independent pulpmill at a variable price.

Timberlands's prime goal is to supply wood to
SML at the lowest possible cost. However, since
it is a profit center, it is also concerned with
maximizing its own profit. Thus, Timberlands
faces the problem of reconciling these conflicting
goals.

While Timberlands may wish to maximize its own
profit, it is willing to reduce its profit if it
can be demonstrated that overall company profits
can be increased. This may happen, for example,
if it can supply pulpwood and chips to SML for
less than the target average cost set each year.

PROBLEM DEFINITION
Two basic problems have been identified.

The primary problem is to identify the most
cost-efficient method of obtaining wood for the
Scott pulpmill (SML). This requires two types of
decisions. First, given the wood supply sources
that are available in any given period (usually a
quarter), which sources should be selected and,
where appropriate, which harvest method should be
used? Second, once those sources have been
selected, where should the products be shipped to
meet various mill requirements?

The secondary problem is to identify where to
send the wood from any particular source so that
Timberlands gains the greatest benefit. This
problem is a subset of the primary problem. It
occurs, for example, when an additional block
(harvest or purchase) becomes available.

The primary problem must be solved to meet the
objectives of cost minimization for SML and profit
maximization for Timberlands. The secondary prob-
lem can only be viewed from the perspective of
maximizing profit (or minimizing net cost) for
Timberlands.

METHODOLOGY

This problem is an extended transportation
problem, with harvesting choices added to the
shipping choices. The transportation algorithm
(Dykstra 1984) cannot be applied in this situ-
ation, so a LP formulation is required. LP has
been recognized for quite some time as being a
useful technique for solving wood procurement
problems (Silversides 1963, Winer and Donnelly
1963).

The challenge was to develop a model that would
be completely transparent to Timberlands's staff,
who have limited knowledge of LP. This means that
data must be easy to handle, the mechanics of
solving the problem must be hidden from the user,




and useful reports must be generated automatically
from the solution.

The model is a prototype constructed for one of
Timberlands's regions. It was written in Turbo
Pascal (Borland International 1988) and performs
the following functions.

Enter and Edit Data

A menu system allows data to be entered and
edited in a series of tables. Some of the data
are copied directly from Scott's forest inventory
database to save time and reduce errors associated
with data entry. Data are actually stored in a
set of dBASE files that are automatically gener-
ated by the model. This eliminates the need for
the user to worry about file formats and format
errors. The dBASE files can also be manipulated
by more sophisticated users outside of the model.

A menu allows the user to select one of seven
objective functions.

Generate the LP matrix

Once the data has been entered and an objective
selected, no further input is required. A matrix
generator automatically writes the objective and
all of the constraints to a flat file that can be
read by the LP software.

The matrix generator first creates a dBASE file
containing a list of all of the variables used by
the model, including decision variables represent-
ing all of the choices, and accounting variables
used to track various volumes, costs and revenues.
Variable names consist of two key letters that
identify the type of variable followed by a number
that simply represents its record number (or loca-
tion) in the file. These variable names are arbi-
trary, so the file also records their distinguish-
ing attributes.

The matrix generator then writes the objective
and constraints by sorting through the list of
variable names using the appropriate attributes,
and calculating coefficients from the data files.

Solve the LP

HYPER LINDO (Shrage 1989) is used to solve the
LP. It takes its input automatically from a batch
file containing commands to load the input file,
solve the LP, and write the solution to an output
file. This eliminates the need for the user to
know how to use HYPER LINDO. The solution is
saved in a fixed format database file (but not
dBASE) with one record for each variable.

Write Reports

The report writer reads the LINDO output file,
interprets the variable names using the attributes
contained in the file of variable names, performs
some final calculations (totals and averages) and
produces a series of reports. The reports that
are available include:

- List of blocks to be harvested and the harvest
method to be used in each block.

- List of product volumes produced in each block
and the mills to which they should be shipped.

- List of sawmill chips shipped to each pulpmill.

- Summaries of harvest, transportation, or total
costs, by product and source, for the Scott
pulpmill or for Timberlands.

- Summary of revenues received by Timberlands
from each mill.

-~ Summary of total and average wood cost for the
Scott pulpmill.

- Summary of total and average revenue, wood cost
* and profit for Timberlands.

DATA

The model is data-intensive, but coupling the
matrix generator with the data editing menus elim-
inates the need for the user to calculate the
coefficients and manually create the LP con-
straints. The model has a general structure so
that it can be used by a wide range of users.

Mill Information

The user must supply some general information
about each mill: its type (sawmill or pulpmill),
its name, and a numeric code. The model uses
this information to set up a number of data files.

The minimum and maximum roundwood and chip
requirements for each pulpmill must be specified
by softwood (Sw) and hardwood (Hw).

The minimum and maximum softwood sawlog
requirements must be specified for each sawmill by
log type - tree length (TL) or random length (RL).
The minimum requirement is the amount that Timber-
lands has agreed to supply to the mill and the
maximum amount is the total capacity of the saw-
mill.

The prices that each sawmill will pay for saw-
logs must be specified by log type (TL or RL) and
source (Crown, Fee, Stumpage or Purchase).

The prices that Timberlands pays for sawmill
chips from each sawmill must be specified.

The minimum and maximum amount of chips to be
purchased from each sawmill must be specified.
The minimum is the amount that Timberlands has
agreed to purchase from the sawmill and the maxi-
mum is total amount that the sawmill can produce.

Harvesting Information

Each harvest method must be defined. A harvest
method usually refers to a particular equipment
combination. An example of a harvest method is:
manual felling, skidding of full trees, and mech-
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anical delimbing at roadside. Each method has a
number of components, one for each product pro-
duced. Current products include: Sw TL and RL
sawlogs; Sw TL and RL pulpwood; Hw RL pulpwood;
and Sw and Hw chips. Components for the example
harvest method would be Sw TL sawlogs, Sw TL pulp-
wood, and Hw RL pulpwood.

The total production capacity must be specified
for each method. This is the total amount of wood
that can be processed by each method for the
period being studied.

Each product component in each method has its
own fixed cost, which must be specified. Each
component may also have a variable cost. Timber-
lands uses variable costs for mechanical felling
or mechanical delimbing operations, where cost
depends on the tree size and density of the block.
The presence of a variable cost must be indicated
for each component. Variable costs are supplied
separately. If a component has a variable cost,
then the model will use the code supplied by the
user in the Forest Inventory Information section
below to determine the appropriate variable cost.

Utilization factors are specified for each
product component. For example, if a chipping
component will recover 110 percent of the indi-
cated inventory volume, then a utilization factor
of 1.10 is specified.

Components from different harvest methods can
be combined into a harvest option. For example,
one harvest option may use the Sw TL sawlog and Sw
TL pulpwood components from a manual felling and
skidding operation in conjunction with the Hw chip
component of a chipping operation. The use of
harvesting options provides complete flexibility
in designing harvest operations. All harvest
options must be defined by their constituent com-
ponents.

Stumpage Rates

Stumpage rates are specified by product (Sw or
Hw; sawlogs, pulpwood, or chips) for each source
(Crown, Freehold, Stumpage or Purchase). Stumpage
rates can be specified individually for each stum~
page block and purchase block. Stumpage rates for
purchase blocks are actually the purchase prices.

Transportation Information

The distance from each compartment to each mill
and the distance from each sawmill to each pulp-
mill must be specified.

Trucking rates must be specified and may have
fixed and variable components. The fixed compo-
nent is used for truck loading and unloading and
the variable component is applied to the distance
travelled. Scott has two sets of rates - one for
sawmill chips which travel exclusively on paved
roads, and another for all other products which
travel on a mixture of bush and paved roads.
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Forest Inventory Information

This information is required for each block,
including wood purchased at roadside. The basic
information is copied directly from Scott's forest
inventory database and includes: block and com-
partment identification numbers; ownership or
source (Crown, Fee, Stumpage or Purchase); and
total volume of softwood sawlogs, softwood pulp-
wood, and hardwood pulpwood in the block.

The user must add the following items to the
basic information for each block: one or two har-
vest option numbers; the codes for mechanical har-
vesting and delimbing, where appropriate; and the
maximum proportion of the block to be harvested.

The user may optionally specify if the block
must be harvested, for example, if it is being
carried over from a previous period.

Miscellaneous

Timberlands's allowable markup for wood sold to
SML must be specified by source (Crown, Fee,
Stumpage or Purchase). The markup is used to
cover overhead costs for any wood that is not
transferred directly to SML at cost.

In addition, a minimum and maximum harvest
level for each source, a minimum profit level for
Timberlands, and a target average wood cost for
SML may be specified.

STRUCTURE OF THE LINEAR PROGRAM

Objectives

A common objective for a mill is to minimize
total wood cost, However, this can cause problems
in a LP model because one way to achieve minimum
total wood cost is by simply reducing the total
volume of wood harvested or purchased. This
objective therefore tends to produce solutions
that just satisfy minimum volume requirements.

A more appropriate objective is to minimize
average wood cost, which is simply the ratio of
total cost to total volume:

MIN | Actual Total Cost (1)
Total Volume

This objective allows solutions with higher

total costs and total volumes as long as the ratio

remains unchanged, thus avoiding the problems
associated with minimizing total cost.

However, Total Volume is a variable whose value
depends on the outcome of the model, so this
objective function violates the assumption of
linearity required in LP. When average cost is
defined this way, it cannot be used in an LP
model.

The solution to this problem involves using a
target for average wood cost for the mill. Let T
equal the target average cost, for example in




$/tonne. Since T is a constant, it can be sub-
tracted from the objective function in (1). This
operation performs a simple translation without
changing its slope.

MIN | Actual Total Cost - T 2
Total Volume

Multiplying the expression in (2) by Actual
Total Volume gives:

MIN [Actual Total Cost - (T)(Total Volume)] (3)

Multiplication changes the slope of the objec-
tive function and Actual Average Cost is lost as a
component, but now it is a linear function and can
be used in an LP model.

The second term in (3) can be called the Target
Total Cost. For any objective function Z, MIN (2)
equals MAX (-Z), so (3) becomes:

MAX (Target Total Cost - Actual Total Cost) (4)

The objective in (4) causes an LP model to
maximize the difference between Target Total Cost
and Actual Total Cost. Focussing on the differ-
ence between these two Total Costs equalizes and
effectively removes the impact of Actual Total
Volume. This has the same effect as an objective
to minimize average cost. Thus, the objective in
(4), which is linear, can replace the objective in
(1), which is non-linear, even though the two
objectives produce different objective function
values.

The objective function value for (4) represents
the total amount of money saved compared with the
Target Total Cost. Actual average cost can be
calculated from the solution by dividing Actual
Total Cost by Total Volume, both of which can be
calculated by the model.

The objective in (4) will also attempt to
ensure that Actual Total Cost is less than Target
Total Cost. This objective will produce a posi-
tive difference when Target is greater than Actual
and a negative difference when Target is less than
Actual, so maximizing will naturally move the
optimal solution toward a positive difference. A
negative difference will still be obtained if the
target average cost (the constant T) is set too
low, but this does not change the overall effect
of minimizing average cost.

This approach to minimizing average cost is
used for one of the objectives in the Scott model,
which includes the following objectives:

Minimize SML's total wood cost
Minimize SML's average wood cost
Maximize Timberlands's profit
Maximize Crown harvest

Minimize Crown harvest

Maximize Freehold harvest
Minimize Freehold harvest

The first three objectives are the most import-
int. The last four objectives are available for

testing the impact on wood costs of harvest
requirements by source.

Constraints
The matrix generator automatically writes the

selected objective and all of the constraints that
form the basic model:

Objective
subject to:
2(Bih) < bi or Z(Bih) = bi (1)
h h
for each block i
£(Vphij) - Yphi-Bih = 0 (2)
3 for each product p, harvest
option h, and block i
£ ¢ £(Vphij) £ Qk (3)
pij for each harvest method k
2 2(Vphij) + £(SCmj) 2 Npjn (4)
hi m
and
T £(Vphij) + 2(SCmj) < Npjx (5)
hi m
for each mill j and product p (or
group of products p for a pulpmill)
SCmj 2 Xmn (6)
for each sawmill m where j = SML
£(SCmj) £ Xmx (7)
] for each sawmill m
L £ T Z(Vphij) 2 Hsn (8)
phij
and
2 2 % 5(Vphij) < Hsx (9)
phij for each source s
where:

Bih is the proportion of harvest block i
harvested using harvest option h (purchase
blocks are treated as being harvest blocks)

bi is the proportion of the block that is

available.

Vphij is the volume of product p harvested
using option h in block i and shipped to
mill j.

Yphi is the total yield of product p produced
by harvest option h in block i.

Qk is the capacity of harvest method k, and k
is determined from the specific product
component of harvest option h.

SCmj is the volume of softwood chips shipped
from sawmill m to pulpmill j.
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Npjn is the minimum and Npjx is the maximum
mill requirement for product p and mill j.

Xmn as the minimum amount of chips to be
shipped from each sawmill m to SML.

¥mx is the maximum chip production capacity for
sawmill m.
Hsn is the minimum and Hsx is the maximum
amount to be harvested from source s, where s
is an attribute of block i.

Constraint set (1) states that the total amount
of a block that is harvested must be less than bi,
or equal to bi if the block must be harvested. If
the entire block can be harvested, then bi = 1.

Constraint set (2) provides the link between
the block proportions and the volumes shipped. If
a block is harvested, then all of the products
from the block must be shipped. This prevents
cutting particular products from a block because
it is close to a particular type of mill.

Constraint set (3) states that the total volume
harvested using a specific harvest method must be
less than the total production capacity for that
method.

Constraint sets (4) and (5) set the minimum and
maximum mill requirements.

Constraint set (6) sets the minimum amount of
chips to be shipped from each sawmill to SML.

Constraint set (7) sets the maximum amount of
chips that can be shipped from each sawmill.

Constraint sets (8) and (9) set the maximum
harvest level by source.

A number of additional rows calculate values
for accounting variables that are used in generat-
ing the reports. These variables include: volumes
received by each mill by product and source; total
volume harvested or purchased by source; harvest
costs and transportation costs by product and
source; total wood costs for SML and for Timber-
lands; and revenues for Timberlands.

The matrix generator automatically adds option-
al constraints to the basic model depending on
which objective was selected. These constraints
are:

£ £(T-Mpsj) - SMLCOST 2 0 (10)
p s where j = SML only
TREV - TCOST > Y (1)

Constraint (10) ensures that the actual average
wood cost for SML is less than T, the target aver-
age cost. It is used when the primary problem is
being solved and the objective is other than mini-
mizing total or average wood cost for SML. Since
the actual average cost depends on total volume,
which is variable, the constraint is phrased in
terms of total costs.
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Constraint (11) ensures that Timberlands's
profit is greater than some target amount. It is
used when the primary problem is being solved and
the objective is other than maximizing Timber-
lands's profit.

For a problem consisting of 10 mills and 80
blocks, a matrix is generated with approximately
2800 to 3200 variables and 1200 to 1400 con-
straints, depending on the number of harvest
blocks that have a second harvest option.

APPLICATION OF THE MODEL

The model can be used to solve the two basic
problems previously described. The LP solution
indicates the wood sources to select, which har-
vest systems to use in each harvest block, and
where to ship all of the volumes to meet the
selected objective. The reports give detailed
information on harvest, transportation, and total
costs by product and source.

It is expected that significant cost savings
will be realized by using this model compared with
the current manual method. In a study using mixed
integer programming to plan harvest and transpor-
tation activities, Walker and Preiss (1988) found
that delivered wood costs could be reduced by $1
to $4 per cubic meter, compared with manual
methods.

The problem of reconciling the two objectives
of minimizing SML total wood cost and maximizing
Timberlands's profit can be handled by setting one
of them as the objective and using the other as a
con- straint. For example, cost minimization can
be the objective subject to a minimum profit
level. Different profit levels can then be tested
for their effect on total cost. The user can
choose the solution that is most acceptable.

The other major use of the model is as a simu-
lation tool to test the impact of a variety of
factors on any objective.

The model can determine the impact of varying
the minimum volume of logs supplied to, or the
minimum volume of chips purchased from, any par-
ticular sawmill. This could indicate the desir-
ability of continuing to do business with that
sawmill. The results could be used to negotiate
new amounts for log supply agreements and for chip
purchase agreements.

The impact of changes in any of the costs or
prices can be evaluated. This could again be used
when negotiating with sawmills. It can also be
used to evaluate the impact of increases in the
cost of trucking or harvesting.

The effect of maximum or minimum harvest
requirements by source can be determined (for
example, giving up the Crown lease, or setting a
ceiling on Purchase wood). This helps to identify
which sources can provide the cheapest wood.

The change in wood cost caused by increasing




the production capacity for a harvest method could
assist in making equipment buying decisions. If
the annual cost of increasing the capacity is less
than the savings in total annual wood cost, then
the equipment is worth buying.

This model is a prototype intended for use by
Timberlands in each of its regions. Since each
region is only concerned with wood sources and
mills within its boundaries, opportunities may be
missed to reduce costs or increase revenues by
shipping wood across regional boundaries. The
model could therefore be used in Timberlands's
main office to evaluate the effect of regional
boundaries and to realize further cost savings.

SUMMARY

A linear programming model was developed to
examine wood procurement strategies for Scott
Maritimes Ltd. The model allows company staff to
enter and edit data, generate an LP matrix, solve
the problem, and generate reports, without requir-
ing any knowledge of LP. The model allows analy-
sis of the trade-offs between SML's total wood
cost and Timberlands's profit. The model can also
be used as a simulation tool to analyze the impact
of changing any of the inputs on costs and reven-
ues.

This model is a tool for analyzing short-term
wood procurement strategies. Using it to minimize
wood cost in the short-term will always produce
solutions that harvest the cheapest and closest
wood. It has no mechanism for dealing with long-
term wood cost. Further research is required to
link this kind of short-term planning with harvest
scheduling in order to minimize wood costs over
the long term.solutions that harvest the cheapest
and closest wood. It has no mechanism for dealing
vith longterm wood cost. Further research is
cequired to link this kind of short-term planning
vith harvest scheduling in order to minimize wood
rosts over the long term.

This model is a tool for analyzing short-term
rood procurement strategies. Using it to minimize
'ood cost in the short-term will always produce
olutions that harvest the cheapest and closest

wood. It has no mechanism for dealing with long-
term wood cost. Further research is required to
link this kind of short-term planning with harvest
scheduling in order to minimize wood costs over
the long term.solutions that harvest the cheapest
and closest wood. It has no mechanism for dealing
with longterm wood cost. Further research is
required to link this kind of short-term planning
with harvest scheduling in order to minimize wood
costs over the long term.
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MULTI-LEVEL HARVEST PLANNING AND LOG MERCHANDISING

USING GOAL-PROGRAMMINGY

Andre Laroze & Brian Greber?

Abstract.--A multi-level planning model was developed to help
define harvest plans intended to maximize a company's net present
income, based on the factors that control the generation and
merchandising of the logs obtained from harvesting forest stands.
The solution-method proposed considers a hierarclglical structure
based on 3 decision levels: Strategic: Strategic plans define an
indicative harvesting plan for the next 5 years, based on the actual
state of the available stands, the forecasted demands for the
different markets and a 2 rotation period lockahead at harvest
ﬁotentials. Tactical: Tactical plans define a more detailed
arvesting schedule, based on the plan proposed in the strategic
level for the first 2 years of the planning horizon. The tactical plan
will permit a more precise evaluation of the activities and
investments required to harvest during this period (e.g., stand
acquisition, road construction and machinery selection).
Operational: Operational plans define the current season's
(summer or winter) stand cutting sequence and the merchandising
guidelines for those stands. The decision levels are formulated

using a sequential goal-programming model.

INTRODUCTION

For many Chilean forest companies, Monterey pine
(Pinus radiata, D. Don) log exports constitute a
significant end-use for harvested trees. For these
companies, the production management policy is
characterized by harvesting stands to obtain logs for
export markets and allocating residual supplies to
domestic sawmills' and pulpmills' demands. Thus, their
problem of harvest planning and log allocation consists
of defining a "production plan" that will maximize the
company's present net income, considering the different
factors that control the yield and the merchandising of
the logs produced.

For Forestal Chile S.A., a Chilean industrial private
forest owner, markets are characterized by their log-
specifications: a typical market requires 3 to 5 different
types of logs (defined by their length, minimum end-
diameter and quality) that are subjected to overall

YThis aper is based on a project developed for
Forestal ghﬂe S.A., in 1988, by Andre Laroze (former
Head of Forestal Chile's Systems Department) and
Peter Backhouse (Associate Professor, Department of

Industrial Engineering, University of Concepcion, Chile).

YThe authors are Graduate Research Assistant and
Assistant Professor, Department of Forest Resources,
Oregon State University.
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production restrictions such as volumetric proportions
and minimum mean end-diameter of all logs produced.
Value paid per volume unit and measurement rules will
vary by markets. Also the yield and revenue a stand can
enerate for a given market will vary through time
%depending basically on its height-diameter distribution).
Production cost vartes from stand to stand in relation to
their accessibility (i.e., road types), distance to the
markets (i.e., mills or ports), and terrain conditions.

The inherent complexity related to the definition of
an efficient production-plan makes a log production-
and-allocation (LPA) model very helpful to orient the
optimal use of available mature stands in a dynamic
planning process. Such a model should help define
strategic goals (e.g., the cutting budget), tactical
requirements (e.g., stand acquisition and road
construction) and operational activities (e.g., specify
stand harvest sequencing). It also must be able to
handle the complexity of a continuously evolving land
ownership and allow for changing markets.

Forestal Chile recognized a need to have its LPA
model resemble, to some extent, the decision-making
process being used at present. The reasons were (a) to
incorporate professional expertise of end-users into
solutions proposed by the model, and (b) to provide a
smooth transition in the decision-making process in
order to ensure that the model will be accepted by end-
users. It was also recognized that for real-life
applications the LPA model will require a decision
support system (DSS) in order to give end-users high



flexibility to define and analyze different scenarios. For
this company such DSS will have to be integrated with
existing software available on a multi-station network
(i.e., geographic information system, growth and yield
simulator, and harvesting-cost system); thus, imposing a
model designed to be solved by microcomputer-based
software.

Subjected to these considerations, a LPA model
suitable for medium-run and short-run analyses was
developed for Forestal Chile. The model is based on a
hierarchical approach where each level is defined in a
goal-programming formulation. Its purpose is to aid in
defining production plans that lead to maximizing the
company's net present income, considering different
aspects related to stand harvesting and log trading.

DECISION-MAKING PROCESS

At present, Forestal Chile's harvesting plans are the
result of non-systemized operative analyses made every
year based on the actual state of available stands,
expected demands and prices, and personal judgments of
those evaluating different harvesting options. The
decision-making process can be represented by the
following procedures:

Collection of Basic Information

The basic information used in defining annual harvest
plans includes:

a. Estimated values for demand levels and prices
obtained from forecast analyses made every year for all
potential markets.

b. Data describing the actual state of available mature
stands. The data are retrieved from a GIS and consist
of:

Yield variables: Stand area and stand attributes (e.g.,
age, dominant height, basal area, and stems per
hectare). These attributes determine a stand's yield for
each market at any specified time. Stand parameters
aredpliojected through time with a growth and yield
model.

Harvest cost variables: Topography, accessibility and
location of available stands. A specially designed system
estimates the harvesting cost for a specific stand based
on these variables. A stand's accessibility is determined
by its limitations for transporting logs: If only bare-land
roads access the stand, log transportation is restricted to
spring and summer (summer accessibility); winter
accessibility requires the existence of a pavement
or rubble road accessing the stand to permit
transportation of logs during the rainy season (fall and
winter).

Strategic Planning: Definition of Cutting Budget

Based on the preceding information, the net present
value for each stand is estimated considering different
markets and harvest periods. Then the cutting budget is
established using a trial-and-error process, where
allowable cuts consider not only the aggregate harvest
levels, but also the allocation of logs to the various
markets at different periods. The goal is to optimize
the company's net present income for a 5 year moving

horizon (predicted demands and prices are not
considered sufficiently reliable for longer projections).

Defining the cutting budget is considered strategic,
and the senior manager and his staff get directly
involved in this decision-making stage: They consider
several different scenarios, and priorities for supplying
different markets are defined. Priorities are a gmction
of (a) the degree of interest in servicing minimum
captive markets by providing for at least some level of
demand, (b) emphasis for capitalizing on favorable short
term demands, and (c¢) the expected behavior of
specified markets with respect to future demands and
prices.

Tactical Planning: Definition of Capital Investments

To meet the cutting budget for any harvest plan
investments will be required to provide productive
infrastructure. For Forestal Chile, these investments
typically consist of (a) upgrading roads to enable the
transport of logs from the stands to their destination
during the winter season (bare ground roads converted
to rubble roads), and (b) stand acquisition to support
cut levels higher than those realizable with current
company lands. For the harvesting contractors, these
investments correspond to machinery acquisition for
efficient harvesting and log transportation. (To
stimulate efficiency, the company assists its contractors
with machinery-investment credits subjected to
harvesting contracts and achievement of technical
requirements.)

Both Forestal Chile and the contractors thus require
a precise definition of the stands to be harvested over at
least the next two years. So at this stage of decision-
making a two year harvest plan is drafted along with a
capital investment plan. This implies a detailed review
of the original cutting budget by the Production Division
for the first two years of the planning horizon: a time
interval considered reliable with respect to estimated
demands and actual state of the company's land-
ownership. The objective is to provide an adjusted
harvesting plan that minimizes investment risks (in
practice this means to minimize investments).

Operational Planning: Definition of a Harvesting
Schedule

Near the beginning of the next harvesting season
(summer or winter), the Harvest Department receives a
list of monthly orders for shipments of logs to export
markets. The list specifies each vessel and their
expected arrival/departure times and the volume to be
carried to a specific market.

The shipments list plus the information of stands
selected to be cut in that season in the harvesting plan
are used by the Harvest Department to prepare an
operational harvesting schedule. The schedule defines
the area of each stand that will be allocated to each
market on a monthly basis. Inventory analysis is also
considered.

Information related to the volume that a stand will
produce to a given market and the shipments'
characteristics are both stochastic. This implies that
actual production data must be traced with a harvesting
control system. Near the end of each month, this system
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provides reports that are used to revise the harvest
schedule and a new plan is defined.

A similar procedure is applied with respect to
monthly orders received for domestic sawmills and
pulpmills.

This operational harvesting schedule constitutes the
reference basis for planning the activities required to
actually realize the harvesting and log allocation process.

Decision-Making Efficiency:

The efficiency of this decision-making process relies
on factors related to "professional expertise and skills"
and "common sense". Furthermore, this process can
only consider a limited number of alternatives, a
restricted planning horizon, and a small degree of detail.

In order to expand the scope of decision-making and
to provide integration between decision-making levels, a
mathematical programming based LPA model was
developed. This model is described in the following
section.

MODEL DESCRIPTION

In order to assist the decision procedure related to
harvest planning and log allocation a solution method
was designed that considers a hierarchical scheme based
on 3 decision levels currently recognized in the
company.

Strategic Planning

The primary objective of strategic planning is to
define the cutting budget that specifies the outputs that
the company is able to supply to each specified market
over the planning horizon. Due to the high uncertainty
implicit in forecasting demand levels in a long time
horizon, market analysis is only considered for a S year
interval with two harvesting seasons per year: summer
and winter. The need for segregating summer and
winter harvest seasons is determined by stands'
accessibility (a major factor to be considered when
defining harvesting schedules).

For a longer planning horizon (2 rotations) a
different model, called OFERTA, is used to define non-
decreasing long-term yield sustainability. OFERTA
defines the available stands to be harvested during the
next 5 years.

Strategic plans give an "indicative" cutting budget that
defines the area of each "aggregated-stand" that should
be cut for the specified markets within each season.
This cutting budget permits estimation of the required
investments for road construction and other production
infrastructure.

To reduce the number of decision-variables and
constraints, and to orient solutions proposed by the
model, stands are grouped into "stand aggregation units".
These aggregated-stands are established using
stratification criteria such as: age, site index and
accessibility. The area assigned to each agdgrelgated-
stand corresponds to the sum of the individual stands
within it. The volume per product type and net present
value considered for each unit area of an aggregated-
stand is a weighted average of the respective stand
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values. The weighting factor corresponds to the relative
area of each stand in relation to the aggregated-stand
area.

Strategic plans are designed to be revised in the
following situations: (a) at the end of each year, (b)
when there are significant stand additions or losses, and
(¢) when structural changes occur in market demands
and/or prices.

Tactical Plannin,

The purpose of tactical planning is to define, with
greater detail than in the strategic level, the harvest
outline for the first 2 years of tf%e planning horizon and
the required capital investments over the same period.
In this stage, the cutting budget proposed by the
strategic level is revised for the first 4 seasons in
relation to: (a) individual stands selected to be
harvested in this sub-horizon, (b) actual output levels,
and (c) harvest-timing within the sub-horizon in order to
meet spatial-distribution externalities that were not
considered in the strategic analysis.

In this hierarchical level, aggregated-stands that were
proposed to be harvested by the strategic plan are
segregated into their original stands. Nevertheless, it
may be convenient to maintain certain stands integrated
in re-defined aggregated-stands due to associated
externalities (e.g., small stands and common road
construction costs).

The harvest schedule defined by tactical plans will

ermit a more precise analysis of activities and
investments required to perform the production program
(e.g., stand acquisition, road implementation, machinery
selection, and contractor engagement). The reduction
of the problem size at this stage allows consideration of
two kinds of demands per market and season: certain
demand (already contracted volumes) and uncertain
demand (based on forecasting analysis).

Tactical planning is considered to be re-evaluated
periodically near to the end of each season in order to
analyze the effect of the current period harvest on the
future. Also, by definition, tactical plans shall be re-
defined each time strategic plans are modified.

Operational Planning

The objective of an operational plan is to define the
harvest schedule for the current season of the planning
horizon. Based on the cutting budget suggested by
tactical plans, a more precise schedule and allocation
can be defined as the result of being able to segregate
the season's markets demand into 6 monthly periods.

For defining operational plans it is assumed that (a)
demand levels per market are real, (b) required stands
are available and ready for harvesting and (c) required
productive infrastructure is available (e.g., roads and
machinery).

The operational plans consist of schedules that define
the sequence and hectares of each stand that will be
harvested for each market. This information represents
the basic data required by the other kinds of
operational-models related to machinery allocation and
transportation.




Operational plans should be revised at the end of
each month, in order to maintain updated data that will
determine the harvesting schedule for the remainder of
the current seasomn.

Practical Considerations

To meet log specifications for a particular market,
considering on-site buckin%, harvesting crews must
concentrate on producing logs for only one market at a
specific time: For this reason a given area is allocated
to produce for only one market. In addition to
capitalizing on harvesters' expertise to maximize
resource utilization (i.e., optimal bucking subject to
market constraints), this helps to control the
achievement of production requirements using a
harvesting-control system.

The company trades its logs in several markets but,
due to common features and in order to simplify the
problem, only 5 generic markets are considered for all

decision levels: 3 export markets (namely Japan, Korea
and China), domestic sawmills, and domestic pulpmills.

MODEL FORMULATION

Strategic and tactical decisions levels are
characterized by a common goal-programming model.
The formulation of such model is given next:
Objective function:
Maximize ZY Z7 BT NPV;*X;, - 23 2T PV;*Y], -
25 2T PV]*Y}, - Z] PC{*H}
Subject to:
Export markets' demand: ¥,
2V V™% + Y5 - Y = Dy =123]
Domestic sawmills' demand: ¥,
= Viey*Xie + Z 73}?' Vi Xie + E? Kio*Y;: +
Yo - YZt = Dy
Domestic pulpmills' demand: %,
Y Visy Xise + EV B} Vi Xy + B K*Y, +
Y5 - Y§, = Dy
Budget constraints: %,
= 2? Cy*Xy + HY - HY = M,
Area constraints: ¥
=7 2¥Xijt + R = A

Operational Level

For operational planning the following model was
defined:

Objective function:

Maximize XY} 27 Z7 NPV, *X,, - 2} 27

Subject to:

Export demands: %,

N -
7 Vi Xy + i - L = Dy

Domestic demands: ¥,

V +1 x7
=5 Vi Xige + =7 =} Vinigo Kine + L - Iy

D, [i=45k=23]

Inventory capacity: ¥,

B < S,

Area constraints: ¥,

Elfzfxijt + Ry = A

N
Note: XV stands for %

n=]
Nomenclature:
Sub-index

i: Stands. i=1.,N)

level]
j:Markets. (=1,..,5)

1
China; 4: Sawmills; 5: Pulpmills]
1,

vy T)
Tactical: T = 4; Operational: T = 6]

t: Periods. (¢t =

(1) : Export-logs.
(2) : Sawmill-logs.
(3) : Pulp-logs.

Decision variables

Xy Harvested area.
R, : Remaining area.
Y;: : Supply deficit.
Y], :Supply surplus.

H; : Budget surplus.
H}  : Budget deficit.

: Inventory.

Penalty coefficients

PL

;@ Inventory.

[ha]
[ha]
[m’]
[m’]
18]

5]

[m’]

[8/m’]

fi=123]

[Strategic: T = 10;

[N: Depends on decision

[1: Japan; 2: Korea; 3:
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PV, :Supply deficit.  [8/m?)
PV, : Supply surplus.  [$/m%
PC? : Budget deficit.

Technical coefficients

Vi Volume. [m*/ha]
Kiw : Volumetric proportion.
Ciie : Production cost. [$/ha]

NPV, : Net present value. [$/ha]

Resource vectors

A, : Stand area. [ha]
D, : Demand. [m®]
S, : Inventory capacity. [m®]
M, : Budget availability. [3]

Volume Estimation

Vi = fjk(nsit’hdivbait;p,j(k))

Where:

ns;, : Number of stems. [/ha]
hd,, : Dominant height. [m]

ba, : Basal area. [m*/ha]

f. () : Function used to estimate the volume of export-
logs, saw-logs, and pulp-logs that will be obtained under
optimal bucking for a specific market.
by ¢ Vector of parameters.

[ Vi4t(1) = ViSt(l) = ViSt(z) = 0]

The parameters bil(k) were estimated using multi-

variate regression analysis based on data collected by

simulating on-site optimal bucking for different market
specifications in a sample of 150 stands.

Revenue Estimation

Ry = Ik Pio " Vi

Where:

Py : Price per log type at the market (mills or port).
(8/m’]

R;; : Total revenue.  [$/ha]
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Cost Estimation
Cie = 8higydiey@inWy)
Where:
Cy: : Production cost.  [$/ha]
hyq, : Stand's proportion allocated to harvest system "q".
[Zhg =1 H]
Examples of harvest systems:
q "-B i:tz:x ggf.ider, steep slope, and short logging
q =d i(s)t an scl;)'fline, multi-span, and long logging
dye : Distance per road type "r".  [km]
[r = 1:pavement; r = 2 : rubble; r = 3 : bare land]
a, : Accessibility.

[a; = 0 : summer accessibility; a, = 1: winter
accessibility]

w, : Season.
[w, = 0 : summer; w, = 1: winter]

g(?) : Function used to estimate production cost for
specific stands.

NPV Estimation
NPVijt = (Rijt - cijt)/ adr,
Where:

adr, :Accumulated discount rate.

NPV, : Net present value. [$/ha]

Penalty Coefficients

The minimum values recommended for the penalty
coefficients are indicated below:

PI, :Inventory cost. [8/m?]
PVj, : Cost of external supply.  [$/m’]
PV?, : Production cost. [8/m’]

PC? : Cost of money based on discount rate.

ntity-Gui Proce

The linkage between hierarchical levels is based on a
quantity-guided process. The strategic level indicates
what stands are candidates to be harvested during the
tactical planning horizon. It also indicates the volume
that should be produced for the different markets from
such stands (but penalty coefficients for volume
deviations are re-defined in the tactical analysis).




Finally, the budget for production costs is also provided
from the strategic level jointly with its associated penalty
cost.

The tactical level, using the information received from
the strategic level and more detailed spatial information
(related to location and accessibility of segregated
stands, and road habilitation projects), re-defines the
production plan. The revised plan provides the
information required by the operational level: stands
that can be harvested in the current season and
expected volume to be produced for each market.

S 35 : C. :

The recommended stand aggregation criteria are
described below:

Volumetric structure: Stands that will belong to an
aggregated-stand should have similar volumetric
parameters with respect to their most likely destiny. In
practical terms, stands should be homogeneous in
relation to age, site index and previous management.

Location: Stands composing the same aggregated-
stand should have a similar distance to their most
probable destination. It is also convenient for them to
share a common main access road.

Accessibility: It is a basic requirement that
aggregated-stands are comprised of stands having the
same kind of accessibility (summer or winter).

Externalities; When deciding aggregated-stands
composition it is convenient to have in mind certain
externalities that will influence the practical aspects of
harvesting operations (et.}%., joining stands of small size
that are close to each other and/or gathering stands that
will be cut at the same time). [However, in tactical and
operational levels it may be convenient to decompose
some stands into sub-stands depending on factors that
can affect harvesting (e.g., terrain slope).]

Aggregated-stand technical coefficients must
correspond to a weighted average of the respective
coefficients of its conforming stands: the weighting
factor corresponds to the relative area of each stand.
This weighting procedure is required to guarantee that
solutions will remain feasible when stands are
cnnsidered separately.

PERFORMED TESTS

Several tests were carried-out to evaluate logic,
robustness and consistency of the solutions proposed by
the model. Additionally, some tests were done to
estimate solution-time and numeric accuracy.

To test the model's logic a set of stands with highly
differentiated characteristics related to age and site
index (accounting for different present volume and

rowth rate by market), distance to markets and slope
implying different production costs), and accessibility
accounting for cutting seasons and road
implementation) was defined. Several scenarios, related
to different market-period demands, were considered for
such set of stands. Solutions given by the model were
compared to expected solutions based on logical criteria:
tests were specially designed to be able to evaluate

solutions' quality for problems of reduced size (10
stands, 5 markets and 4 periods).

The same set of stands and scenarios used to test the
model's logic was used to test the robustness of the
solutions proposed by the model. In this case, the
objective was to evaluate the penalty costs rechired to
obtain pre-specified solutions (different than the
"natural" solutions). The fparametric approach used for
defining the penalty coefficients permitted examination
of the effect of such coefficients in the solutions
obtained, and simultaneously determine how
management of penaltgr1 costs can improve solutions'
robustness: reducing the variability induced by small
changes in demand levels.

To test solutions' consistcn?' (feasibility and
optimality), the set of stands described above was
"segregated". Each original stand was treated as an
aggregated-stand and decomposed into 3 to S stands,
simulating a disaggregation process. Using this
information a complete multi-level decision-making
grocess was conducted for 3 representative scenarios.

olutions obtained by this procedure permitted testing
of feasibility at the different decisions levels. To
evaluate sub-optimality such solutions were compared to
the respective solutions obtained using a monolithic
approach (i.e., a single-level sin%e:—mn model). This
analysis was repeated 3 times: The parameters
corresponding to the original aggregated-stands were the
same 1n all cases, but they were decomposed into stands
with different degrees of homogeneity (high, medium,
and low similarity within the aggregated-stands).

To test solution-time and numeric accuracy several
sets consisting of 25 stands with "randomly" generated
characteristics were used. Different demand scenarios,
related to S markets and 10 periods, were considered for
each set of stands. The corresponding problem size was
fixed at 1250 variables and 85 constraints for all runs.

Test results indicate that the model performs
adequately in terms of solution-time and numeric
~ccuracy: no significant rounding errors were detect~
and solution-time usinfl a 386 micro-computer did not
exceed 5 minutes for the most complex problems:
stands of very similar characteristics, under a unitary
supply/demand ratio, and considering high penalty costs
for deviations in all constraints. Solutions proposed
were logical with respect to log production and
allocation: some apparently "illogical" allocations turn
out to be very "clever" when studied in detail. Penalty
coefficients allow solutions to be oriented as desired, but
this is a double-edged feature: values poorly defined
will induce inefficient solutions. Feasibility at
disaggregation is conditioned by the weighting of
individual stands' technical coefficients: relative area
was found to be an appropriate factor. Sub-optimal
levels of solutions based on aggregated-stands depend
directly upon the internal homogeneity of these in
relation to the main stratification criteria: a higher
homogeneity leads to a smaller sub-optimality.

COMMENTS
Several attributes of the model made it particularly
well suited to the needs of Forestal Chile. These are

summarized in the following sections, as are some
shortcomings.
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Hierarchical Planning

The hierarchical planning structure mirrored the
general decision-making process in its composition of
different decision levels: each requiring different
degrees of detail for its analyses and each subject to
different degrees of uncertainty.

The hierarchical approach also permitted a significant
reduction of the problem size, enabling it to be solved
by a micro-computer.

Goal-Programming

Goal-programming permits a differentiated weighting
of the constraints considered in the model. This
important feature is basic to define priorities in
supplying outputs to specific markets or time periods.

Penalty coefficients allow "expert knowledge" to orient
solutions the model will propose. It is considered very
convenient to be able to guide solutions for them to be
"logical" (according to standard forestry criteria) and
"robust" (in the sense of stable solutions in the presence
of non-significant variation in some parametersf.

Goal-programming also simplifies sensitivity analyses
in that a mathematically feasible solution will always be
obtained by the model (although some of these solutions
may not be realistic).

Constraint Formulation

Markets and number of periods considered for each
planning level are suggested for practical reasons, and
can be changed without affecting the model's structure.
The structure defined for constraints permits one to
easily expand the problem size in terms of new markets
(e.g., pulp-log exports), more periods (e.g., a period 11
in strategic level for considering long term continuity),
and different species (e.g., Eucalyptus).

One practical concern with respect to the formulation
is that no extreme limits are considered for supply
deficits or surplus, and a maximum bound is not
considered for harvesting costs exceeding available
budgets. These parameters were not included because
unreasonable bounds could be detected in the solution
and problem specifications adjusted appropriately.
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Another practical concern is that no lower bound is
considered for the remaining area of stands that will not
be harvested entirely. Controling for this would require
use of integer programming, which substantially
increases solution-time, without significant gains: the
expected number of stands allocated to be partially
harvested is low, and they will occur only in the last
period.

Stand Aggregation

The main objectives of using aggregated-stands are
(a) to reduce the problem size (it would not be possible
to solve the strategic problem in a micro-computer
without considering stand aggregation), and (b) to guide
solutions proposed by the model (definition of
aggregated-stands allows incorporation of users'
sxperience in order to achieve specific objectives).

However, it shall be realized that stand aggregation
implicitly generates sub-optimal solutions, and eventually
infeasible solutions at lower hierarchical levels. To
reduce sub-optimality efficient aggregation criteria must
be used and appropriate training of users is required.

To avoid infeasibility aggregated-stand technical
coefficients must be determined based on a correct
weighting of the original stand coefficients.

Implementation

A %rimary concern related to the model's structure
was the need for it to be easily implementable and
accepted by end-users. These aspects were successfully
achieved. The model's final version resembles and
improves the decision-making process gresentl being
used: acceptance was straightforward.¥ The DSS
required to use the model in real-life applications will
not require additional hardware nor software acquisition
by the company. Moreover, the information used by the
model can be directly obtained from existing technical
information systems.

¥The model's structure presented corresponds to the
final version. It evolved based on early test results and
end-users contributions.
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Abstract.-- We present two applications of administrat%vg. qua@titative
and computational techniques to support short term decisions in forest

management of pine plantations

in Chile. The first corresponds to a

successful implementation of daily scheduling of truck trips. The

second to determining
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THE TRUCK SCHEDULING SYSTEM

Description of the Problem

Daily timber hauling by truck from production
sites to different destinations (plants, ports,
sawnmills) is a mayor decision process, as it
constitutes about 45% of total timber production
costs,

At each origin, different timber products
(defined by length and diameter) which have been
previously stocked or are processed during the
day must be transported. At each demand point
the amount required daily of each product is
defined, allowing for some fluctuations of up to
5% from this target. 4

Hauling is carried out by contracted trucks.
In a typical operation, there are about 15
origins, 10 destinations and a fleet of 40 to 100
trucks is used. Trucks are divided by type and
class. Type reflects mainly to load capacity and
class to engine characteristics, which indicate
the possibility to travel with load in certain
roads. Truck owners are paid through a formula
based on the number of cubic meters-Kilometer
(m3-Km) hauled. What is
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7, 1991.

2/ Professor of Industrial Engineering,
University of Chile, Santiago; Professor of
Forest Mangement, University of Chile,
Santiago; Manager of Operations, Forestal
Arauco; Assistant Professor of Industrial
Engineering, University of Chile, Santiago;
Manager of Transportation, Forestal Arauco.

required is an efficient hauling schedule,
which will make best use of the trucks and
the loading-~unloading equipment.

The Assignment System

The objetive is to develop a truck and
loading unloading schedule to minimize the
total cost of the system while satisfying
timber supply and demand constraints. This
implies minimizing idle time and length of
trips. Since in the long run truck owners
must cover their costs, minimizing total
costs of the transportation system is usually
a better objetive than minimizing actual
daily transportation incurred by the forest
firm (payments to truck owners).

As a first step, an administrative
ordering was required (in some firms it was
carried out jointly with the implementation
of the computarized system). The basic
restructuring implied changing the original
system, in which there was no schedule and
trucks were loaded on a first come first
served basis, which led to long gueues and
underutilization of equipment, to a
programmed schedule, where trucks had to
follow precise instructions on where and when
to load and wunload. A daily schedule was
first devised manually.

Since scheduling these trips is a complex
combinatorial problem, a computerized system
was installed to improve the daily schedules.
The system is based on simulation and
heuristic techniques and is described next.
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The Truck Scheduling Process

The scheduling program is carried out through
a simulation. As inputs we consider: the amount
of each  product available in each origin
(loader), the trucks of different types and
classes available, the loading, unloading and
travelling times, cost parameters, which include
operation and utilization of trucks. Other
considerations are also included, such as
defining a lunch break, having drivers start and
end their schedule close to their home town,
assigning priority to some products, fixing
specific origins or destinations to some trucks,
etc.

The simulation replicates how the trucks and
the timber move along the day, given
heuristically designed scheduling rules. Thus,
the simulation starts at say 6:30 in the morning,
assigning the first trucks. The assignment rules
are based on the following criteria.

i) Fulfilling demands has highest priority.
In addition, demand must be satisfied
regularly along the day (e.g. 4 trucks
arriving each hour).

ii) Supply at origins. If some products
arenot moving fast enough from an
origin, a truck should be sent there.

iii) For administrative reasons, total income
in a month should be similar for all
trucks of the same type and class. This
implies assigning the most profitable
daily schedules to specific truck owners.

The heuristic rules, which are not described
here in detail, (see Weintraub, et al, 1990)
assign to each truck after unloading its next
destination in an optimal way. In order to avoid
near sighted decisions the scheduling looks ahead
one hour, and schedules firmly the decisions of
the simulation for the first 15 or 30 minutes.
This is carried on, in a moving horizon form
through the end of the day.

Description of the Algorithm

We show the main aspects of the simulation
through an example. In Figure 1, let the time of
simulation be TPO. Between TPO and (TPO + 1)
trucks 1 an 2 arrive to destination D, truck 3 to
E and trucks 4 and 5 to F. {exact arrival times
are indicated in the time axis (T1 for truck 1,
and so on). After truck 1 unloads, the
alternatives for the next trip are: load in B and
unload in E or load in C and unload in F. A
similar analysis can be made for the other
trucks.

The simulator will assign simultaneously the 5
trucks so as to minimize total costs while
satisfying all constraints of the system. (as

described above)). However, only decisions
corresponding to the first half hour (TPO, TPO +
0.5) are actually implemented. This corresponds
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to trucks 1 and 2, while the decisions for

trucks 3,4,5 are discarded. The next
simulation interval is (TPO + 0.5, TPO +
1.5). New trucks which arrive to their

destinations in the interval (TPO + 1.0, TPO
+ 1.5) are added to trucks 3,4 and 5 for the
next assignment.

ORIGIN DESTINATION
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] . i
o T T T U |
4 5 TPO+05 ’I'3 Tl. TS TPO+1
Simulation
Time
Figure 1

Implementation

The system is written in Fortran for use

in personal computers. It reguires 640 Kb
RAM and it functions better with a hard disc
with 2 or 3 Mb of memory. An information

system in dBase IV is used to input data
daily, in an efficiente and user friendly
way. At present, the simulation process has
a capacity to handle 150 trucks, 30 origins,
20 destinations, 20 types of products, 6
types of trucks, 15 classes of trucks, 4
"home" nodes where trucks spend the night.
These dimensions are enough to handle current
problems, but can be easily increased.

The computer time requirements are

moderate. Using a PC/AT with math
coprocessor, the larger problems require
about 20 minutes. The software generates

daily schedules for each truck: (For example,
start at 7:32 AM in origin C, after loading
leave at 7:50 to destination 4, arrive at
8:57., Unload, etc.) and each loading and
unloading machine (For example, 6:45 load
truck #62, 7:05 load truck #5, etc.). It
also  generates global gtatistics for
analysis. Schedules are given the day before
to truck drivers and machine operators. At
this moment there is only communication
between machine operators and the operation
center, In case of failures, the operations
center redistributes the work manually.




Results obtained

The system has been implemented in 5 firms,
and is in the process of being implemented in 3
additional ones.

Improvements due to the implementation of new
administrative rules and the simulation process
ranged from 20% to 35%. This improvement could
be measured in different forms: reduction of the
number of trucks required, increase of production
hauled with the same number of trucks, reduced
number of hours of the daily schedule. In
addition, the truck drivers and machine operators
experienced a significant improvement in the
lenght and quality of their working hours. As
queuing time was reduced typically from an
average of over 4 hours a day to less than 30
minutes, they could do the same hauling in less
time. So their working hours were significantly
reduced and better structured.

schedule planning the first use of the
truck requirements, given
the amount of timber to be moved, as the
simulation only introduces into the system the
trucks that are needed. In one firm for example,
the simulation runs showed that 40% of the trucks
that were wused at that moment were superfluous,
and in time the fleet was reduced in that amount.

In any
gystem is to determine

THE SHORT TERM TIMBER CUTTING SCHEDULE

Description of the Problem

Forest firms must satisfy different types of
requirements. Typically, these are to supply
pulp plants, sawnmills and export logs of a given
quality.

In this case decision making concerns short
term (3 months) assignment of: i)stands to be
harvested, among  those already mature and
accessible, ii) the type of machinery to be used

(towers or skidders, according basically to
steepness of the slopes to be intervened) iii)
volume to be cut, in what period, to what

specifications (length, diameter) and (iv) where

to ship the timber.

The main cost elements to consider are: value
of standing timber {oportunity cost},
transportation costs, equipment operation costs
(cutting, loading, unloading), set up costs
{obtaining access and preparing sites for
operations). Requirements of different products
in demand centers are defined by length, minimum
diameter of individual logs as well as average
log diameter, which determine log cutting
patterns. Typically, the longest pieces are
assigned for export by ship, at given dates.
Each importing country has specific requirements
of length and diameters. Shorter pieces are sent
to sawnmills and the rest is wused for the pulp
plant. A typical log cutting pattern may be in 5
pieces.

12.10 m. in length, 20 inches minimum
diameter, 32 inches average diameter.

8.10 m. in length, 20 inches minimum
diameter, 28 inches average diameter

4.10 m. in length, 20 inches minimum
diameter, 26 inches average diameter

4.10 m. in length, 20 inches minimum
diameter, 24 inches average diameter

4.10 m. in  length, 16 1inches minimum
diameter, (for pulp)

The multiple product requirement leads to
many cutting patterns, and these should be

defined so as make best use of the timber,
since thicker logs for export get best prices

and

logs assigned to the pulp plant the

Towest.

The Mathematical Model

The model

typically optimizes over a 3

month horizon, in a rolling horizon approach,

and is to be run every week.

The first four

periods correspond to weeks and the last two
to a month each.

The problem can be expressed as a 0-1

mixed LP. The main decision variables are
reTated to:
i) Decisions on what stands to interviene

ii)

iii)

are:

i)

ii)

iii)

and 1in which period to start. This
implies set up costs and lead to integer
variables. If the stand is to harvested
with skidders, how many should be used
in each period. If towers are used,
when should they be installed. This
also leads to integer variables. (Once a
tower is installed, it normally is used
in that place until the whole are it can
reach is harvested).

Management act%vities for stands,
including cutting patterns for logs.

Volume of each product sent from a given
stand to a destination (port, plants,
sawnmills) in each period.

The main constraints (in each period)

available for harvesting
if access

Stands are
(through skidders or tower)
and set-up work has been done.

production and
in each

Consistency between
available harvesting machinery
stand.

production and
type of

Consistency between
available timber; for each
product and cutting patterns.
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iv) Consistency between production 1n each
stand and timber transported from it.

v) Consistency between timber transported to
and demand at destinations, for each type
of product.

vi) Consistency between timber hauled and

trucks available.

vii) Constraints reflecting diameter require-
ments for different export shipments and
sawmnills.

viii) Additional constraints reflecting a)
harvesting policies, e.g. once praduction
is started in a stand, a minimum area
must be harvested. b)Policies in use of
equipment and “trucks. c¢) Policies on
global production and financial
considerations.

Implementation of the model

The implementation presents three main
difficulties.

i) The presence of 0-1 integer variables.

These are derived from decisions in setting up
areas to harvest and 1installing towers. Since
their number is too high to run with a mixed
integer LP package, a heuristic approach is used
to obtain from the continuous LP solution a good
integer one.

ii) The size of the model.

Given the high number of products that are
defined (typically over 100) and hauled to
different destinations, a typical problem could
have over 10,000 constraints and 100,000
variables. These dimensions are reduced
substantially (to about 1,400 constraints and
11,000 variables) through careful deletion of
variables that are unlikely to appear 1in a
solution and some aggregation procedures.

iii) Finding appropiate cutting patterns.

These patterns must be defined according to
the products required. Again, to obtain a good
mix of options, an unmaneageably large number of
patterns would be required. By interacting with
expert users and the use of heuristics, a
relatively small but adequate number of cutting
patterns is defined.

For cases where this reduction of cutting
patterns is not sufficient to reduce the size of
the model, a column generation approach has been
proposed. In this case, the master program,
would be the model described, and a subproblem
based on Dynamic Programming would generate
desirable cutting patterns to add to the master
program.

The system is implemented for personal

computers (PC) type 386, and can be divided into
four parts:
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1) Data input: Timber volumes ars derived
from supply simulation models, already
in use in each firm. A Data Base
Package (e.g. dBase IV) or Spread Shest
(e.g. Lotus 1-2-3) is used.

2) LP input: A Fortran program is used to
develop data in MPS format.

3) The model is run using LINDO 386.
4) Reports. A report writer translates

results of the LP 1into reports at
managerial and operationa] level.
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AN EXPERT SYSTEM FOR MODELING FOREST GROWTH

IN THE SOUTHL/

Lawrence R. Geringz/

Abstract.--Growth and yield research results for southern
U.S. forest types have accumulated over the past half cen-
tury into a collection of several hundred publications.

Wide technology gaps may exist between this valuable knowl-
edge base and the large group of potential users. An expert
system may provide a means of bridging this gap. The re-
search reported here describes the on-going development of
such a system,

Keywords: Research, yield, knowledge base, technology gap

INTRODUCTION

There are over 182 million acres of forest
in the South classified as timberland suitable
and available for growing crops of trees.

Timber productions are the region’s most valu-
able cash crop and rates of tree growth in the
South are the envy of the rest of the Nation
(USDA, 1988). However, in many cases, this
‘forest land base is being pressured by competing
land uses and increased demands for lumber,
paper, fuel, and other wood-fiber products, It
is obvious that the South's forests must be
managed with ever-increasing intelligence and
awareness of the current and projected situation
of the resource,

The U.S. Forest Service identified "Southern
Forest Productivity" as a priority research
program and has recognized the urgent need for
accelerated research focused on protecting and
increasing the productivity of southern forests.
This program identifies eight major research
categories needed to provide knowledge for the
intelligent management of forest resources. Two
closely related categories are "quantitative
studies" and "decision analysis". Included
within the general outlines of each of these are
the development and use of mathematical models,
computer programs, and expert systems to analyze
and predict forest characteristics (Loftus et
al., 1988).

1/presented at the Systems Analysis in Forest
Resources Symposium, Charleston, SC March 3-7,
1991.

2/Assistant Professor of Forestry, PO Box 10138,
Louisiana Tech University, Ruston, LA 71272.

While research efforts in these categories
are considered critical, the importance of
technology transfer has also been identified as
a major part of the research program. It is
important to transfer technology to users,
concurrent with its development. Only in this
manner can research meet the potential for
improving Southern forest productivity (Loftus
et al., 1988).

One objective of this study was to collect,
review and document mathematical models current-
ly avallable for predicting growth of forest
stands in the South, A second objective was to
develop a microcomputer-based expert system that
will select an appropriate growth model for a
user-specified set of conditions.

BACKGROUND

In 1987, the International Union of Forestry
Research Organizations (IUFRO) sponsored the
Forest Growth Modeling and Prediction Conference
in Minneapolis, Minnesota. This conference
provided a forum for the digsemination and
discussion of more than 150 research papers.
Topics included all types of tree and forest
growth modeling methodology, including theory
and evaluation of models, incorporation of
silvicultural treatments, regeneration, mortali-
ty, and many environmental perturbations. The
conference demonstrated that there has been
progress and increasing interest in forest
growth modeling in recent vears (Ek et al.,
1988).

A forest growth model may be defined as a
mathematical function, or system of functions,
used to relate actual growth rates to measured
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tree, stand and site variables (Bruce and Wen-
sel, 1988). Growth and yield research results
for southern U.8. forest types have accumulated
over the past half century into a collection of
several hundred publications (Alig et al.,
1984). Hepp (1988) noted that wide technology
gaps exist between this valuable knowledge base
and a large group of potential users. He stated
that there has been little evidence that con-
sulting, State and Extension foresters, who
manage vast non-industrial forests, are making
effective use of contemprary growth and yield
prediction technology.

One reason for the lack of effective use of
appropriate models by foresters is simply the
great number of models from which to choose. At
one time, users new the model builder and were
able to directly learn about the model’s appli-
cation. Currently, an immense body of scientif-
ic and technical information is available but
this knowledge is fragmented, unwieldly and
time-consuming to evaluate. The demand for
useful knowledge to solve specific problems has
overloaded the ability of our present methods
for creating, storing, retrieving, and dissemi-
nating such knowledge(Coulson and Saunders,
1987). In other words, there is a critical need
for the potential user to converse with an
expert in order to select an appropriate model
(figure 1). Stark (1987) observed, however,
that most experts are scarce and in high demand;
their knowledge is often valuable and rare.
Thus, expert systems can provide a more accessi-
ble and consistent source of expertise.

EXPERT ADVICE

QUESTIONS
———
& é

ANSWERS

USER EXPERT

Figure 1.--Representation of model user talking
with an expert in order to select appropriate
model,
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Expert systems are computer systems that
advise on or help solve real-world problems
which would normally require a human expert's
interpretation. Such systems, combining comput-
er software and desktop microcomputers, work
through problems using a model of expert human
reasoning. They are designed to reach the same
conclusions that a human expert would be expect-
ed to reach if faced with a comparable problem
(Weiss and Kulikowski, 1984).

Feigenbaum (1984) stated that an expert
system is a computer program that uses knowledge
and inference procedures to solve problems that
are difficult enough to require significant
human expertise for their solution. ' Expert
systems are based on knowledge which is acquired
from experts in a specific domain. This domain
knowledge (such as characteristics of forest
growth models) is stored in the knowledge base
of the system (figure 2). The knowledge is
applied and processed using a set of inference
procedures which controls the reasoning of the
expert system (Duda and Gaschnig, 1981).

EXPERT ADVICE

OO“n

EXPERT,

EIEEEEEB
ANSWERS

USER COMPUTER

‘J’|l

Figure2.--Representation of an expert system in
which model user accesses expert advice stored
in computerized knowledge base.

In general, expert systems are designed to
be easy to use. Such a system interacts with
the human user in English and can often be used
after only a few minutes of instruction. Addi-
tionally, expert systems are unique in their
ability to "explain® their line of reasoning or
justify conclusions reached. Thus, such systems
will allow usable knowledge to disseminate or
transfer to users (Stark, 1987).




STATUS OF PROJECT

The initial portion of the project is near-
ing completion. We have identified many models
which will be included in the knowledge base of
the expert system. These publications document
the development, validation and application of
mathematical models used to evaluate growth of
forests in the South. The models can be viewed
as the data for this project. Representative
examples include:

Bailey,R.; Dell,T. 1973. Quantifying diame-
ter distributions with the Weibull func-
tion. Forest Science 19(2):97-104.

Borders,B.; Bailey,R. 1986. Fusiform rust
prediction models for site-prepared slash
and loblolly pine plantations in the
Southeast. Southern Journal of Applied
Forestry 10(3):145-151,

Burk,T.; Burkhart,H. 1984. Diameter distri-
butions and yields of natural stands of
loblolly pine. Virginia Polytechnic In-
stitute and State University, School of
Forestry and Wildlife Resources, Publica-
tion No. FWS-1-84. 46pp.

Clutter,J.L. 1963, Compatible growth and
yield models for loblolly pine. Forest
Science 9:354-371.

Newberry,J.; Pienaar,L. 1978. Dominant
height growth models and site index
curves for site-prepared slash pine
plantations in the lower coastal plain
of Georgia and north Florida. University
of Georgia, School of Forest Resources,
Plantation Management Research Coopera-
tive Research Paper 4: 47pp.

Schumacher ,F.X. 1939. A new growth curve and
its application to timber-yield studies.
Journal of Forestry 37:819-820.

It is apparent that the growth and yield
research to be used in this project comes from a
variety of sources. Tracking down suitable
models from refereed publications is relatively
simple. Greater difficulty is encountered when
attempting to locate models documented in uni-
versity publications or in published proceedings
from meetings and conferences. Often, these
have limited circulation except among partici-
pants of the particular meeting.

The current phase of the project involves
reviewing each model and creating common or
universal variables. For example, when modeling
basal area, abbreviations such as B, BA or BASAL
are commonly encountered. It is important (and
somewhat tedious) to re-write these models so
that a common set of abbreviations are used.

FUTURE WORK

Once all models have been identified, docu-
mented and assigned universal variable abbrevia-
tions, the expert system can be created. The
purpose of such a system is to take unorganized
data (the models and accompanying documentation)
and structure them in a form that can serve as a
knowledge base. The expert system will be
developed using a commercially-available shell
such as VP-Expert; this is a rule-based package
that can be implemented on a PC.

The expert system will interact with a human
user (in English) and will access both the
knowledge base of growth models as well as a set
of internal inference procedutes. Once the
system has selected a model, it will be able to
justify its choice using terminology a forester
can understand. It will also be possible to
create such a system in a form so that it can
exchange data with computerized spreadsheet,
database and text files. This will allow the
user to learn about the development of the model
directly from the creators. It will also be
possible to process inventory data from spread-
sheets so predicted growth values can be deter-
mined. The transfer of knowledge from one
representation to another may be transparent to
the human user. However, the user will be able
to request justification prior to acceptance of
the predicted values.

CONCLUSION

Harold Burkhart, Thomas M. Brooks Professor
of Forest Biometrics at Virginia Polytechnic
Institute and State University, (1990) stated
that forest growth and yield modeling methodolo-
gy has advanced significantly in recent years,
but that the future promises even more rapid
advancement. He also noted that progress in
growth and yield modeling centers around three
key elements of data collection, analytical
techniques, and computing technology. I believe
it is appropriate to add a fourth element that
must also be considered - dissemination or
transfer of knowledge about the model to users.

There are a great number of models available
for use. Some are general in form and can be
applied to a variety of data sources. Others
were designed for very specific sets of condi-
tions and might require extensive modification
if they were to be used in a differing situa-
tion. However, if a potential user is unaware
of these existing models, the result could be
duplicated effort in creating a new model. Or,
perhaps as costly, the user could try to use a
model that did not fit his needs as closely as a
less known model. Hopefully, the creation of a
large knowledge base of information pertaining
to growth and yield modeling, together with an
expert system, will allow users to become aware
of existing models that will fulfill their
needs.
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MAXIMIZING THE DIAMETER CLASS DIVERSITY OF UNEVEN-AGED

NORTHERN HARDWOOD STANDS!

J. H. Gove, D. S. Solomon, S. E. Fairweather, and G. P. Patil?

Abstract. Two mathematical programming formulations are presented which
allow the determination of diameter distributions that maximize the diame-
ter class diversity in uneven-aged northern hardwood stands. Distributions
generated from these models were found to be comparable from a manage-
ment standpoint and could be incorporated into existing linear programming
models as alternative management scenarios. The models presented here
provide an initial framework for quantitatively addressing the requirements
of NFMA with respect to consideration of ecological diversity in the planning

process.

Keywords: Intrinsic diversity ordering; nonlinear programming; diversity

profiles.

INTRODUCTION

The National Forest Management Act (NFMA) final rule
(Federal Register 47(190), 1982) requires that diversity be con-
sidered in formulating management alternatives in the national
forest planning process. NFMA specifically states that “Forest
planning shall provide for diversity of plant and animal commu-
nities and tree species consistent with the overall multiple-use
objectives of the planning area.” In addition, it calls for the
quantitative evaluation of diversity in both past and present
conditions so that the impact of proposed management prac-
tices on diversity may be evaluated. The NFMA is vague as to
how such quantifications of diversity are to be handled, how-
ever. Presumably, the drafters of NFMA saw this as an area
open for future research.

In this paper we present a quantitative method which has
been found to be useful for comparison of diversity in forest
communities (Swindel et al. 1987). In addition, we use this
method as a basis for a model which lays the groundwork for in-
corporating diversity considerations into the planning process.
The model considers one aspect of community diversity, which
itself may be envisioned as a multidimensional quantity includ-

! Presented at the 1991 Symposium on Systems Analysis in
Forest Resources, Charleston, South Carolina, March 3-7.

% Research Forester and Project Leader, respectively, Forest
Service, U. S. Department of Agriculture, Durham, NH; Assis-
tant Professor of Forest Resources Management and Professor
of Statistics, respectively, The Pennsylvania State University,
University Park, PA

ing species, genetic and structural components among others,
and which together define what has been termed the “variety
of life in an area” (Salwasser 1989). Specifically, the model
determines the diameter distribution which maximizes diame-
ter class diversity in an uneven-aged northern hardwoods stand
under certain constraints. It addresses only the horizontal as-
pect of structural diversity and does not explicitly consider the
other components.

The diameter distributions presented in this paper are not
meant to be used as practical stocking guides by the manager
or policy maker interested in diversity considerations. Rather,
this paper is methodological in intent, providing the model for-
mulations necessary to produce such guides on the desired for-
est stands. The methodology is developed using growth and
economic information which allows comparison with other sim-
ilarly constructed stocking guides found in the literature such
as physical- and investment-efficient distributions (Adams and
Ek 1974, Adams 1976). Therefore, the growth and economic
components, and thus the resulting distributions, may have lit-
tle or nothing in common with the actual conditions of other
communities in the northern hardwoods forest type.

AVERAGE SPECIES RARITY, DIVERSITY,
AND DIVERSITY ORDERING

In this section we discuss the concept of community diver-
sity as average species rarity, first put forth by Patil and Taillie
(1979). Throughout this discussion we speak in terms of a con-
ceptual community, C, which is composed of s species. How-
ever, it is important to realize that “species” is simply a conve-
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nient label for the categories into which we aggregate individu-
als, and that the names or labels of the individuals themselves
are of no consequence. In addition, in this discussion we define
abundances in terms of numbers of individuals (by species).
That is, in an s-species community, the absolute abundances
are given as Ny, Na,..., N, such that 3 ] | N; = N, the total
number of individuals. Just as “species” is used generically for
some method of categorization, other measures of abundance
could also be used; these include biomass, board foot or cubic
foot volume, basal area, or any other mensurational quantity.
Patil and Taillie (1979) summarize this concept quite succinctly

For the diversity-related conceptualization, what con-
stitutes the total or unit quantity is not of particu-
lar interest. What the actual categories are is not
of any consequence either. The important concern
is about the nature and the degree of apportionment
being more diverse or less diverse... (p. 4)

With the above thoughts in mind, we find that the abso-
lute abundances and total number of individuals in a commu-
nity are quantities of little use in diversity considerations; the
apportionment, or relative distribution of individuals and the
number of species are of primary interest. The relative abun-
dance vector for a community is given by = = (rq,...,7,),
where 7; = N;/N; therefore, 3°;_, 7; = 1. The total number
of species in the community, s, is called the species richness;
the conceptual community may therefore be written as C(s, ),
or simply C(x) since s is implied in the dimension of 7. Now
consider a community such that all species have the same rel-
ative abundance; that is, 7; = 1/s = ng for all ¢, so that s
alone determines the abundance vector. Such a community is
denoted Cg(s) and is termed the completely even community.

Diversity is defined here as average community rarity. The
rarity of species i is a quantitative measure associated with
that species and is denoted R(i;x), or simply E(m;). Patil
and Taillie (1979, 1982) discuss two types of rarity measures:
rank-type and dichotomous-type. The dichotomous-type rarity
measure derived by them is used here; it is given by

ﬂ Y

Rarity is a species property while diversity is a property of
the community. To determine community diversity, rarity is
considered a measurable random variable and diversity is given
as its expectation, E[R(7;)]. Therefore, using the dichotomous
rarity index we find that the diversity for community C'(s,x)
is

Rpg(m;) = -0 < 3 < o0, (1)

Ap(x) = miRp(m) = L‘*B‘-}-—-—l, g>-1. (2)

i=1

The restriction on the parameter § is required in order that
Ap(z) have certain desirable properties (see Patil and Taillie
(1979, 1982) for more discussion). Note that the normal limit-
ing definition is used at 8 = 0 for both Rg(7;) and Ag(x).

The use of Ag(x) as the diversity measure has two im-
portant consequences. First, three of the common ecological
diversity indices are special cases of Ag(z). When 8 = —1,
A_1(x) is the species count; at § = 0, Ag(x) is the Shannon
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index; and at 8 = 1, Ay(x) is the Simpson index. This ties
the Ap(z) definition of diversity in with much of the ecological
literature on diversity both past and present.

The second important consequence of using Ag(x) is that
if § is allowed to vary while x is held fixed, a plot of Ag(z) by
3 yields a diversity profile. Figure 1 presents diversity profiles
for a hypothetical community with = = (.1,.5,.1,.05,.25) and
the completely even community Cg(5). The diversity profiles
present a way of ordering the diversity of different communities.
In general, if C(s,z') and C(s,z") are two different communi-
ties, and Ag(z’) > Ag(z”) for all 3, then community C(s,z’)
is intrinsically more diverse than community C{s,z") (Swindel
et al. 1987). Therefore, in Figure 1, the completely even com-
munity is intrinsically more diverse than the other community
with abundance vector given above.

Even Community
"]~ -~ Community 2

R SO N S S U S VO A B B
~0.8 -0.6 —=0.4 -0.2 -0.0 0.2 04 0.6 0.8 1.0
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Figure 1. Ag(zm) profiles for two hypothetical 5-species com-
munities.

Any number of diversity profiles may be plotted against
one another. The risk of comparing too many communities
in one plot is that they may grade into each other at one or
more points, and it may be difficult to determine whether they
intersect or not, depending upon the resolution of the graph.
If two profiles intersect, then they are not intrinsically com-
parable in terms of diversity. However, some statement still
may be able to be made about diversity using the profiles.
Note in Figure 1 that when S is small (close to —1), Ag(x)
is more sensitive to rare species than when § is large (close to
+1). This can easily be seen by noting that A_,(z) yields the
species count index in which all species, irrespective of the asso-
ciated community abundance vector, receive the same weight.
However, Simpson’s index (A1(z)) is very insensitive to rare
species. Therefore, 3 may be interpreted as a “sensitivity”
parameter. For example, in a mature, even-aged, mixed Ap-
palacian hardwood forest, the forester may be very sensitive
to the occasional “high-value” species (e.g. black walnut) in
this community. The forester might choose # = —1 to measure
diversity in this case. The red-eyed vireo, however, who sees
an unbroken canopy of choice mature oak habitat for nesting
and foraging, would be more interested in measuring diversity




at larger § since abundance of what it considers “high-value”
species is of primary importance.

The possible intersection of Ag(x) profiles and their inter-
pretation brings up an important point. Different diversity in-
dices may order communities in an inconsistent manner (Patil
and Taillie 1979, 1982, Swindel et al. 1987). For example, if
two profiles cross between 3 = 0 and § = 1, then the species
count and Shannon indices would order the two communities in
the opposite sense to Simpson’s index. Therefore, the diversity
profiles given by Ap(x) yield a method for catching such dis-
parities and associated possible incorrect interpretations which
may go unrecognized if indices alone are used.

MAXIMIZING DIVERSITY

In the previous section it was noted that for any given
vector of relative abundances m, a diversity profile could be
generated by allowing g to vary in (2). In this section we view
Ag(z) in the opposite sense: we hold 3 fixed and allow z to
vary subject to the constraints that 3 > —1 and Y/, 7 = L.
When this is done a diversity surface is generated at S.

Figure 2 presents a triangular chart of a three species
(s = 3) community. Each of the three axes of the chart are
scaled such that 0 < m; < 1,7 =1,...,3. This type of a chart
is useful for envisioning the diversity surface since it automat-
ically incorporates the constraint Y ;_, 7; = 1. The contours
plotted on the interior of the chart represent the level curves
of the Ag(z) diversity surface when § = 1. Any corner point
on the chart represents a single species community, edges are
two species communities, and interior points are three species
communities. The chart clearly shows for § = 1 that the Ag(x)
diversity surface reaches its maximum at the center—the com-
pletely even community.

Figure 2. Ap(x) diversity surface at 8 = 1 for all 3-species
communities.

A similar chart is shown in Figure 3 for the Ag(x) sur-
face at 3 = 2. Note the slight difference in the shape of the
diversity surface level curves when compared with Figure 2. In
Figure 3 the curves are less circular and are beginning to be-
come somewhat “triangular” in shape. Indeed, if the Ap(x)
surface is plotted as § — oo, the level curves become more and
more triangular. The maximum again is clearly seen to occur
at the completely even community when § = 2.

1

T3

Figure 3. Ap(z) diversity surface at § = 2 for all 3-species
communities.

The result that the completely even community maximizes
diversity for a given number of species s is well known (Patil
and Taillie 1979, 1982, Pielou 1974, Solomon 1979). In general,
the problem may be formulated for Ag(x) as

Max Ap(z)
{z}

s
St er,- =7r'l1=1
i=1

1t is straightforward to show that the solution to (3) is Cg(s).
This is an interesting finding because it allows the introduction
of an alternative objective function into model (3). We find
that maximizing (3) is the same as the following problem

3)

8
Min 2 |7 — il

i=1 4
() @
St : Zx,:zg’l: 1

=

The diversity surface for this formulation is presented in Figure
4. Note the difference in the shape of the level curves in this
surface when compared to Figures 2 and 3; the level curves for
(4) are hexagonal. This surface is minimized at the completely
even community, implying that diversity is at its maximum.
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Figure 4. Model (4) diversity surface for all 3-species commu-
nities. (Note that the surface is actually piecewise linear.)

MAXIMIZING DIAMETER CLASS DIVERSITY
Model Formulation

In this section we consider an uneven-aged northern hard-

woods stand and pose the question: Given certain stocking,

economic, and biological growth constraints, what is the di-
ameter distribution which maximizes diameter class diversity?
Based on the results of the last section, the non-technical an-
swer is that it is the diameter distribution which is most nearly
even. However, the result will not be a completely even diam-
eter distribution if the constraints impose any true restriction
on the diversity surface.

Under the current scenario, notice that “species” has now
become synonomous with diameter class; therefore, s is now
the number of diameter classes which is held constant here.
Relative abundances composing 7 are determined in the classi-
cal sense, in terms of number of trees per acre. Therefore, the
quantitative measure of “number of individuals” remains the
same as in the previous discussion.

We adopt as a mathematical programming model struc-
.ture, the basic Adams and Ek (1974) paradigm which has been
used in numerous studies in recent years (see Gove and Fair-
weather (1991) for a literature review). Two general model
formulations are presented—both are solved as nonlinear pro-
grams. The concepts discussed in the previous section may be
extended to s > 3 in these two models to maximize diameter
class diversity. The first formulation in equation set (5) maxi-
mizes the diameter class diversity using the objective function
from (4); this is termed Model L.

8
Min E} lrg — m
Fos

{E} - (5)

42

s
St: ZF;:E’l:]
i=1

N(@®)-Ni(t-1)20, i=1,...,8+1

0<m<1
BPA = PSL
LEV = ESL

8= The number of diameter classes (“species”); s =
9 in this study. The diameter class width used
was 2 inches, with a minimum diameter of 6
inches. '
Ni(t — 1) = The number of trees in diameter class i in the

‘ optimal stand at the beginning of the 5-year
growth period.

Ni(t) = The number of trees in diameter class 7 in the
optimal stand at the end of the 5-year growth
period, given the growth dynamics predicted by
the growth model.

BPA = The total basal area per acre in the optimal
stand (taken at the midpoint of the 2-inch di-
ameter classes).

LEV = Theland expectation value for the optimal stand
computed at 3 percent alternative rate of return.
The individual tree values used in the computa-
tionjof LEV are Martin’s (1982) fair site (site
indek 55) values.

PSL = Some physical stocking level of basal area per
acre.

ESL = Some economic stocking level in present value
dollars per acre.

Model I maximizes Ag(x) with the added constraint that
[ must be fixed; the rest of the model is the same as Model 1.
The complete formulation is given in equation set (6)

Max Ag(x)
{z}

k3
St : Zw;:zr_’,l_:l
i=1

Ni(t) - Ni(t-=1)20, i=1,...,8+1

(6)

0<m; <1
BPA = PSL
LEV = ESL
B =b,

where 3 may be fixed at any value b such that —1 < b < oo.

The growth dynamics for both formulations are modeled
with a simple set of nonlinear whole-stand diameter class growth
equations, first presented by Adams and Ek (1974). Therefore,
the diameter distribution recovered in the optimal stand is for
the entire community composed of all species with minimum
diameters greater than 6 inches—no individual species distri-
butions are available.

The physical stocking constraint on basal area and the
economic constraint on LEV are what keep the solution from
either model feasible from a biological perspective. If both
of these are set simply to be positive, Model I will lead to
a degenerate solution; Model II may find a feasible solution




with nonzero z, however, ‘the stand basal area and trees per
acre will effectively be zero. Therefore, the growth constraints
alone do little to determine a biologically reasonable solution.
In addition, if only one of these two constraints is used and it
is restricted between lower and upper bounds {e.g. BPAL <
BPA < BPAy), both models always seem to find a solution at
the lower bound.

Other constraints may be added to either formulation.
Volume, weight and value growth constaints are just three ex-
amples which could either be added or substituted into either
model. In addition, a probability density or mass function may
be used to model the 7 in a similar manner to Martin’s (1982)
use of the two-parameter Weibull distribution, though the find-
ings of Bare and Opalach (1988) should be considered before
so doing.

Model Results

Models I and II were optimized using the generalized re-
duced gradient program GRG2 (Lasdon and Waren, 1986).
Solutions were found at several different economic and phys-
ical stocking combinations; all solutions presented satisfied the
Kuhn-Tucker stationary conditions.

Table 1 presents solutions to Model I with LEV constrained
only to be positive, but with stand basal area set at several dif-
ferent stocking levels. Note that the diameter distributions in
Table 1 are not completely even; this is a consequence of the
constraints on growth and basal area which are all binding in
both model formulations. A plot of the Ap(x) profiles for these
three communities is shown in Figure 5. The distribution at
60 ft? is the most diverse community according to the intrinsic
diversity ordering of the Ag(x) profiles, In addition, the even-
ness criterion correctly orders each community with respect to
diversity in this example.

o i i
-1.0 =-0.5

"} ———— 80 Square Feet
- = 80 Square Feet |
~ == 100 Square Feet] !
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Figure 5. Ap(z) profiles of maximum diversity diameter dis-
tributions for Model I at different basal area stocking levels.

The most striking aspect of the distributions in Table 1
is that LEV is zero for all solutions. The reason for this is
that LEV and evenness work against each other in these for-
mulations. In order to even-out a distribution (i.e. maximize
diversity), as many trees as possible are put into the larger
diameter classes. This happens in accordance with satisfying
the growth and BPA constraints until LEV reaches its lower
bound of zero. However, trees in the sawtimber size classes
(2 12 inches) contribute substantially more to holding costs in
the calculation of LE'V; therefore, few trees are needed in these
classes to drive LEV to zero, Thus the positive constraint on
LEV is a mechanism which works against evening-out the dis-

Table 1. Maximum diversity diameter distributions for Model I at different basal area stocking levels.

Basal Area Per Acre

Diameter Value
Class 60 ft? 80 ft? 120 ft? Per Tree®
Trees Per Acre
6” 18.44 30.03 64.63 0.11
8” 13.66 21.90 45.62 0.30
10” 10.67 16.86 34.16 0.54
127 8.63 13.47 25.02 3.83
14” 7.16 11.05 20.08 6.15
16” 6.05 9.25 16.35 8.61
18" 5.20 7.87 4.80 11.23
207 4.52 3.01 0.11 14.66
227 1.47 0.56 0.04 17.79
Total TPA 75.80 114.00 210.81
LEV $/Acre 0.00 0.00 0.00
Evenness® 0.467401 0.554299 0.718561

@The tree values used are from Martin’s (1982) fair site guides; values for 24” and 26” trees used by Martin were $21.19

and $24.97 respectively.
*Evenness is defined as 3.;_, |7g — 73|
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Table 2. Maximum diversity diameter distributions with 80 ft? of basal area per acre for Model II at different 3.

B
Diameter
Class 0.01 1.0 10.0 100.0
Trees Per Acre
6” 30.53 29.99 30.03 34.78
8" 22.26 21.87 21.90 25.29
10” 17.13 16.84 16.86 18.51
127 13.69 13.45 1347 10.29
14" 11.22 11.04 11.05 8.47
16” 7.66 9.24 9.25 7.11
18” 6.53 7.86 7.87 6.06
20” 3.03 2.66 3.01 5.24
22" 2.01 0.89 0.56 1.91
Total TPA 114.06 113.84 114.00 117.66
LEV $/Acre 0.00 0.00 0.00 0.00
Evenness 0.577137 0.554539 0.554299 0.669038

tribution at optimality. Indeed, if LEV were left unconstrained,
it would be driven negative in the optimal solution, resulting

in a more diverse community than the 60 ft? solution in Table

1. Such a result may be reasonable if financial considerations
are of no concern to the manager.

Maximizing Model II is not as straightforward as mini-
mizing Model I. The reason for this was pointed out earlier:
inasmuch as different diversity surfaces are generated at each
B, Ap(x) should be optimized several times, each at a different
level of 8 to allow for comparison of the resulting distributions.
Table 2 presents the results of this process for four different
levels of B at 80 ft? of basal area per acre. All of the con-
straints (with the exception of §) have remained the same in
each of these solutions; therefore, the solution space has not
changed—the only difference contributing to the slightly dif-
ferent results is the shape of the diversity surface at each .
This phenomenon may be envisioned quite readily by imagin-
ing one or two simple linear constraints in Figures 2-4. Note
that, depending upon how the constraints are arranged in these
figures, the optimal solution may be slightly different in each
case. This same reasoning applies to the results in Table 2.}

The results in Table 2 show a range of only four trees per
acre difference between the resulting stands; therefore, from
both a biological and practical perspective, there is no differ-
ence between the resulting distributions at different 3. Tech-
nically, the value of the evenness statistic might be used to
judge which of these distributions is in fact the most diverse
at the 80 ft? level. However, the evenness criterion is only a
one-dimensional statistic and has not been shown to order com-
munities consistently for a given s as have the Ag(z) profiles.
Indeed, a plot of the four Ag(x) profiles (not shown) reveals

t Special care was taken in all of the solutions to use the
smallest convergence tolerences possible while still meeting the
Kuhn-Tucker stationary conditions. This insures that the so-
lutions do not differ because of sensitivity to the convergence
tolerance magnitude.
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that they are not intrinsically comparable since the profiles
cross. In this case, it seems reasonable to pick the community
at 8 = 10 since it has the smallest evenness and is the solution
to Model I (see Table 1). Given the practical considerations,
nothing is compromised in this decision.

One further cautionary note is in order when optimizing
Model IL. If 3 is set equal to —1, the diversity surface generated
by Ap(z) is a constant at s — 1 for all 1 as noted earlier. In
this case, the only factors restricting the solution are the con-
straints, and any point which satisfies the constraints within
the feasible solution space may be chosen as a solution. Thus
Model II should never be optimized at § = —1 as solution vec-
tors having little relation to the results of Model I may result.
In addition, if 8 is left unconstrained in Model II, the same
result occurs since § — —1 in this case. '

The results of adding a LEV constraint different from zero
to Model I are shown in Table 3. The first distribution con-
strains LEV to be $100 per acre while allowing BPA to go
free. The other two distributions constrain both LEV and BPA.
Comparing the 60 ft> and 80 ft* distributions in Tables 1 and
3 clearly shows that the affect of the LEV constraint is to add
more trees to the smaller diameter classes, while removing trees
from the larger sawtimber classes. This causes a decrease in the
holding costs, allowing LEV to increase over the distributions
in Table 1. It also decreases the evenness statistic and there-
fore the diversity as expected. This illustrates the interplay
between evenness and LEV alluded to above.

CONCLUDING REMARKS

The models presented provide a framework for quantita-
tively considering diversity as part of natural resource mathe-
matical programming models. Diversity here is considered the
objective to be maximized in both model formulations. How-
ever, there is no reason why it could not be reinterpreted into
constraint form if some other objective was desired. The limit-
ing factor in these formulations is the nonlinearity of the Ag(x)
function, requiring solution techniques which necessarily fall



Table 3. Effects of constraining LEV on maximum diversity
diameter distributions for Model 1. ,

Basal Area Per Acre
Diameter
Class 50.7¢ ft? 60 ft? 80 ft?
Trees Per Acre
6" 26.78 25.56 42.38
8" 19.79 18.84 30.72
107 15.42 14.64 23.53
127 11.34 11.80 18.71
14” 9.40 9.75 15.28
16” 4.98 8.22 4.64
18” 2.25 5.06 3.62
20” 0.07 0.15 1.93
227 0.03 0.00 0.00
Total TPA 90.06 94.02 140.81
LEV $/Acre 100.00 60.00 80.00
Evenness 0.739646 0.618121 0.749250

2The BPA constraint was free in this distribution.

within the realm of nonlinear programming. Biologically and
mathematically such nonlinearity makes sense, however, it ex-
cludes the explicit use of such functions in large linear program-
ming models such as those used in national forest planning. Di-
ameter distributions produced by solving (5) could, however,
be incorporated into linear programming models in the form of
alternative management scenarios.

The solutions of Models I and II suggest that both models
will give approximately the same answers. However, because of
the nature of the diversity surfaces generated in these models
and the uncertainty of diversity ordering based on a single index
like evenness alone, it is recommended that both models be
solved, as was done in the previous section. In addition, Ag(x)
profiles should always be plotted when comparing models for
diversity ordering. Other profiles are available and may also be
useful. For example, in comparing the distributions of Table
2, the Ap(x) profiles plot very close to each other, and it is
difficult to determine if and where they cross. In this case the
right tail-sum profiles of the relative abundance vector were
extremely helpful (see Patil and Taillie 1979).

In each of the tables presented the absolute abundance
vectors are given because this measure is necessary for man-
agement. It is therefore possible to incorrectly interpret the re-
sults of these tables by trying to judge evenness based merely on
the diameter distributions alone, while not taking into account
the respective total trees per acre. In addition, the “species
richness” was held constant for each distribution to facilitate
comparison. If new distributions were generated with differ-
ent numbers of diameter classes, this would also enter into the
subsequent evaluation of diversity ordering. It should be re-
membered that the relative abundances and species richness
are the keys for evaluating diversity.

Models I and II were kept relatively simple in order to
introduce the concept of maximizing diversity and related di-

versity ordering. For example, x is treated as a deterministic
vector in both models. Actually, because of the stochastic na-
ture of the underlying growth equations, x is a random vector
with unknown sampling distribution (Gove and Fairweather,
1991). In addition, we only treated the whole stand diameter
distribution in this paper. Extensions of these two models are
readily apparent, with future work involving species and struc-
tural components as well as possible inclusion of nontimber-
related constraints (e.g. wildlife habitat),
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DETERMINING FOREST MANAGEMENT REGIMES
VIA PSEUDODATA ANALYSIS!

Terry P. Harrison? and Richard D. Twark?

Abstract.— Pseudodata analysis is broadly defined as the use of
models (rather than empirical observation) to collect data. Most
frequently, this pseudodata is used to develop a simpler, or reduced
form of the original model. The goal is to capture a significant
portion of the model’s performance with a much smaller set of

equations and variables.

Here we describe our work on the development of a generalized pro-
cedure for determining near optimal forest management strategies
based on a particular growth and yield model. The key result is to
determine the number, timing, and intensity of harvest as a func-
tion of exogenous parameters (site index, discount rate, pulpwood
and sawtimber prices). We do this by first developing a set of pseu-
dodata from the growth and yield model. This data represents the
optimal harvest regimes for various combinations of the exogenous
variables, requiring the solution of thousands of individual opti-
mization problems, Least squares is used to create the reduced form
model from the pseudodata. Based on the performance of our re-
gression, we conclude that pseudodata analysis is a viable method
for developing forest management strategies from underlying growth

and yield models.

KEYWORDS: Optimization, regressiozﬁ, forest growth and yield

Introduction

Determining the optimal number, timing, and inten-
sity of harvests is a major theme of forest management.
Through the spatial and temporal manipulation of the for-
est, one heavily influences both the financial and ecological
outputs. For example, timber production, wildlife habitat
(and indirectly, wildlife populations), aesthetics, and recre-
ation are key forest outputs that are directly affected by
stand characteristics.

1 Presented at the 1991 Systems Analysis in Forest
Resources Symposium, Charleston, SC, 3-7 March 1991

2 Associate Professor of Management Science, Penn State
University, University Park, PA 16802
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A prerequisite to making wise management choices
is the ability to predict the response of the forest to
various cutting and cultural practices. For example, one
of the most widely used methods of developing forest
management plans is to enumerate a collection of possible
management strategies, predict the response of the forest
under each of the strategies, and then choose a subset of
the strategies to optimize one (or several) management
objective(s), possibly subject to various types constraints.
With this approach, the final outcome is heavily dependent
on the underlying growth and yield model.

We develop a new and non-traditional approach to
determining forest management regimes based on the idea
of pseudodata analysis. Pseudodata are not obtained in
the traditional sense via empirical observation. Rather,
the pseudodata is the output of some other model. For our
analysis, the pseudodata is the optimal (or near optimal)
number, timing and intensity of harvests (endogenous



variables) for a given set of values for site index, discount
rate, pulpwood price and sawtimber price {exogenous
variables). With this collection of data, we determine

a regression equation that predicts the optimal value of
the endogenous variables as a function of the exogenous
variables so as to maximize the net present value of the
stand.

The use of a pseudodata model offers the following
features:

1. provides an opportunity to view the performance of
the underlying growth and yield model when used to
drive an optimization;

2. permits a better understanding of the management
implications of using a particular growth and yield
model;

3. facilitates investigation of the relative effects of exter-
nal (exogenous) variables such as site index, discount
rate, and stumpage prices on optimal strategies;

4. provides management guidelines that are easy to
develop and use.

Data Generation

All yield data in this study were generated from the
old field loblolly plantation growth and yield simulator of
the YieldPLUS system (Hepp [1987]). YieldPLUS in an
integrated software package which provides the ability to
interactively simulate the growth and yield of a number
of different stand types. It also includes a collection of
financial analysis options.

The loblolly plantation simulator is based on the re-
sults of a number of different authors. The survival and
Weibull distribution estimating equations (unthinned
stand) and diameter class/height relationships are from
Smalley and Bailey [1974]. The site index curves are from
Smalley and Bower [1971]. The cubic foot volume esti-
mates are from Smalley and Bower [1968); while board foot
and topwood volume are from Burkhart, Parker, Strub,
and Oderwald [1972]. Taper equations and weight esti-
mates are from Bailey, Grider, Rheney, and Pienaar [1985].
Basal area growth after thinning is based on Burkhart and
Sprinz [1984]. Survival after thinning is taken from Lemin
and Burkhart [1983]. The stand table projection is devel-
oped from Clutter and Jones:[1980].

The pseudodata were obtained by placing a mesh over
the space of endogenous and exogenous variables (see Ta-
ble 1). For a fixed combination of exogenous variables, the
set of values of the endogenous variables that resulted in
the highest net present value was selected. This resulted
in 2240 optimal management regimes (observations) over a
wide variety of stand and economic conditions, represent-
ing approximately 16 million individual simulations.

Model Development

As an aid to the process of model development, we
performed a series of preliminary analyses to evaluate the
extent to which the numerical data and some initial rela-
tionships seemed “reasonable” or agreed with our a priori
expectations. Exploratory data analysis involving descrip-
tive statistics, boxplots, scatter diagrams, and simple cor-
relation coefficients were used. Boxplots provided a quick
visual picture of the range, first and third quartiles, and
median value for each variable, while scatter diagrams were
useful to assess potential linear and nonlinear associations
between selected variables.

The use of pseudodata does not permit the usual tests
of statistical significance such as the F-test or Student
t test for individual regression coeflicients. However,
measures such as R? and least squares residuals do provide
a measure of how well the models performed. Here we view
least squares purely as a numerical method for obtaining
a best estimate (according to a particular metric) for the
individual model parameters.

Because of the simplicity and ease of interpretation
of parameters for linear models, our initial efforts focused
on simple linear and then multiple linear correlation and
regression analyses for net present value. Tables 2-5 show
the resulting R? values. Rather than directly include
the number of harvests as an endogenous variable, we
developed a separate model for each value of number of
harvests (1-4).

For these simple linear models, discount rate ranked
highest among the four exogenous variables in explaining
the variation in net present value. The proportion of
variation in NPVmaz explained by discount rate alone
ranged from 42% for the one harvest model to 56% for the
four harvest model.

We investigated the extent to which multiple linear
relationships could be used to explain NPVmaz using the
four exogenous variables. While the linear relationships
were relatively strong, (R?’s around 70% to 80%) other
preliminary analyses suggested that substantial nonlinear
effects were also present.

We tried various log-linear models with limited suc-
cess. However, since we had so few exogenous variables,
our belief was that a complete second order model would
better capture the curvature and interaction which was
present in some of the earlier analyses.

The complete second order model (Mendenhall and
Sincich [1989]) consists of an endogenous variable ex-
pressed as a quadratic function of 4 exogenous variables,
resulting in a total of 14 independent variables (all one and
two way combinations of the four exogenous variables).
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Therefore the model for the i** endogenous variable is
given by:

Y; =80 + B1SI + B2R + B3PP + B4SP + BsSI? + BsR*+
B1PP? 4 B3SP? + BySI x R + BroSI x PP+
B115I x SP + B19R x PP + B13R x SP+
B14PP x SP + ¢

where € i1s the usual error term, the §;’s are estimated
using ordinary least squares, and SI, R, PP and SP are site
index, discount rate, pulpwood price and sawtimber price,
respectively.

We used the RSREG procedure of SAS (SAS Insti-
tute [1985]) to fit the quadratic response surface for each of
the endogenous variables (harvest ages and residual basal
area after thinning) for one harvest, two harvest three har-
vest and four harvest models. The output of RSREG pro-
vides not only the traditional statistical output of ordi-
nary multiple linear regression software, but also indicates
how much of each effect (i.e., linear, quadratic, and cross-
product) and each factor contributes to the overall fit of
the model.

The resulting models performed very well in predicting
both NPVmaz and NPVmin, with R%s ranging from 0.946
to 0.985 (Table 7). Figure 1 contains a representative
plot of predicted versus actual net present value for the
four harvest model. Harvest ages and residual basal areas
were not as well described. It appears that the timing
of intermediate harvests in a multi-harvest regime is
less sensitive to the exogenous parameters than the final
harvest. For example, the R%s for predicting harvest ages
1-4 in a four harvest regime were 0.612, 0.493, 0.724,
and 0.754 respectively. This pattern also existed for the
two and three harvest models. The residual basal area
model exhibited similar results. Figures 2 and 3 show
representative plots of predicted versus actual harvest age
and residual basal area.

There was a wider variation between NPVmaz and
NPVmin as site index increased. This seems reasonable
in that a low site stand will be relatively less sensitive
to harvesting strategy with respect to net present value.
The response surface appears to be rather flat, indicating
that a deviation from the optimal regime does not severely
penalize the resulting net present value. As expected, the
NPVmaz models are strongly correlated positively with
site index and strongly correlated negatively with discount
rate.

The mean values for harvest age and residual basal
are for each of the second order models is contained in
Table 6. Rotation length varied from 26 years with the
one harvest model to 36 years in the four harvest model.

48

Residual basal area for all harvests were in the 60-70 ft.?
range.

Conclusions

We have applied the general framework of pseudodata
analysis to the issue of developing a simple model of
directly determining optimal harvesting strategies with
respect to maximizing net present value. All pseudodata
were derived from the old field loblolly pine plantation
model in the YieldPLUS system (Hepp [1987]). The
endogenous variables (present net worth, harvest ages
and residual basal area) were modeled as a function four
exogenous variables (site index, discount rate, pulpwood
price and sawtimber price).

We found the complete second order approach to
provide the best model. The ability to capture cross
product and second order effects was clearly critical.
Additional work is needed to validate this pseudodata
method on other growth and yield models, and potentially
to other models of stand outputs.
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Table 1. Values for Optimization Variables

. Minimum | Mazimum
Variable Type Value Value Increment
Site Index Exogenous 40 70 5
Discount Rate Exogenous 1% 7% 2%
Pulpwood Price Exogenous $10 $40 $10
Sawtimber Price Exogenous $100 $200 $25
Number of Harvests Endogenous 1 4 1
Harvest Age 1 Endogenous 15 years 40 years 5 years
Harvest Age 2 Endogenous | 20 years 40 years 5 years
Harvest Age 3 Endogenous | 25 years 40 years 5 years
Harvest Age 4 Endogenous 30 years 40 years 5 years
Residual Basal Area 1 | Endogenous 40 ft.2 90 ft.2 10 ft.2
Residual Basal Area 2 | Endogenous 40 ft.2 90 ft.2 10 ft.2
Residual Basal Area 3 | Endogenous 40 ft.2 90 ft.? 10 ft.2
Table 2. R*—One Harvest Model
Endogenous Site Discount | Sawtimber | Pulpwood

Variable Index Rate Price Price
NPVmax 0.256 0.423 0.003 0.114
NPVmin 0.317 0.271 0.005 0.109
NPVdif 0.107 0.474 0.001 0.077
Harvest Age 1 | 0.038 0.231 0.034 0.411
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Table 3. R?—Two Harvest Model

Endogenous Site | Discount | Sawtimber | Pulpwood
Variable Index Rate Price Price
NPVmax 0.218 0.547 0.029 0.028
NPVmin 0.250 0.338 0.005 0.134
NPVdif 0.092 0.529 0.059 0.012
Harvest Age 1 0.019 0.096 0.062 0.203
Harvest Age 2 0.088 0.561 0.045 0.078
Residual Basal Area 1 | 0.305 0.130 0.023 0.001

Table 4. R?—Three Harvest Model

Endogenous Site Discount | Sawtimber | Pulpwood
Variable Indez Rate Price Price
NPVmax 0.215 0.553 0.035 0.024
NPVmin 0.253 0.351 0.005 0.142
NPVdif 0.077 0.513 0.077 0.030
Harvest Age 1 0.033 0.082 0.068 0.203
Harvest Age 2 0.007 0.408 0.016 0.096
Harvest Age 3 0.097 0.589 0.018 0.050
Residual Basal Area 1 | 0.294 0.243 0.006 0.001
Residual Basal Area 2 | 0.095 0.558 0.003 0.002

Table 5. R?—Four Harvest Model

Endogenous Site Discount | Sawtimber | Pulpwood
Variable Indezx Rate Price Price
NPVmax 0.213 0.558 0.038 0.022
NPVmin 0.295 0.379 0.009 0.103
NPVdif 0.035 0.556 0.090 0.304
Harvest Age 1 0.050 0.063 0.079 0.230
Harvest Age 2 0.004 0.307 0.004 0.062
Harvest Age 3 0.025 0.603 0.006 0.031
Harvest Age 4 0.046 0.634 0.003 0.022
Residual Basal Area 1 | 0.257 0.252 0.006 0.003
Residual Basal Area 2 | 0.023 0.495 0.026 0.064
Residual Basal Area 3 | 0.010 0.790 0.004 0.001




Table 6. Mean Values—Complete ‘Second Order Models

FEndogenous Harvests
Variable 4 3 2 1

Harvest Age 1 (years) 16.3 | 164 | 16.4 | 26.2
Harvest Age 2 (years) 25.0 | 27.2 | 30.9
Harvest Age 3 (years) 31.0 | 339
Harvest Age 4 (years) 36.2
Residual Basal Area 1 (ft.2) | 62.7 | 63.6 | 62.4
Residual Basal Area 2 (ft.2) | 70.9 | 64.4
Residual Basal Area 3 (ft.2) | 58.6

Table 7. R?*—Complete Second Order Models
Endogenous Harvests
Variable 4 3 2 1

NPVmax .985 | .983 | .982 | .976
NPVmin 974 | 959 | 950 | .946
Harvest Age 1 612 | 544 | .558 | .830
Harvest Age 2 493 | 606 | .824
Harvest Age 3 724 | 794
Harvest Age 4 754
Residual Basal Area 1 | .755 | .763 | .712
Residual Basal Area 2 | .656 | .741
Residual Basal Area 3 | .897
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Figure 1. NPVmax—Four Harvest Model
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Moreover, the decisions taken at one hierarchical level act as
constraints on the lower level decisions. In turn the information
from the lower levels of the process feedback information to the
upper level decision processes. This information feedforward/
feedback is illustrated in Figure 1.

Anthony's main observation is that decision problems at each
of these level differ in time horizon, management level involved
in the decision process, source and detail of information and the
uncertainty and risk associated with the decision outcome. Table
1. indicates the characteristics appropriate to each type of
decision problem. A key observation is that at all levels,
decision making is a dynamic process with information and
plans constantly changing. However, information feedforward
and feedback enables most organizations to function effectively.
Resource availability developed with the long term viewpoint of
the strategic level feeds forward capacity information to the
tactical decision process. Thus annual budgets and plans can be
developed without explicit concern as to capacity change.
However the process of tactical planning often leads to insight as
to the effect of availability of additional resources and this
feedsback to the strategic planning process.

Table 1. Characteristics of Decision Problems in Hierarchy

Strategic Tactical Operational

Characteristicy Planning Planning Control
Objective Resource Resource Execution

acquisition| utilization
Time Horizon| Long Middle Short
Level of Top Middle Low
Management
Scope Broad Medium Narrow
Source of External External Internal
Information | &Internal | &Internal
Level of Highly Moderately] Very
Detail Aggregate | Aggregate | Detailed
Degree of High Moderate Low
Uncertainty
Degree of High Moderate Low
Risk

Similarly the results of a tactical plan provide constraints on

short term operating decisions that guarantee that the resources
>f the firm will be used efficiently. This means, that within these
‘onstraints, operating management can focus on the short term,
letailed issues of scheduling without destroying longer term
serformance. Conversely, problems of feasibility of short term
perational control provide feedback to the tactical planning
yrocess.

IIERARCHICALLY STRUCTURED PLANNING SYSTEMS

The concept of hierarchical planning systems arises from the
nought that if we can indeed structure a hierarchy of decisions
s discussed above and if management of enterprises is itself
rganized hierarchically, then it may well logically follow that
1e planning process should be organized in a hierarchical
ashion. The result has been the development of what has come
) be known as a hierarchical planning process. Some of the
istory of this approach to planning is discussed in Hax and

Candea. A number of implemented examples are given in
Bradley, Hax and Magnanti.

There are four main aspects of hierarchical planning that we
wish to emphasize. These involve i) the use of separate models
for each hierarchical level, ii) the rolling planning horizon
implementation of model solutions, iii) the role of hierarchical
planning in coping with uncertainty and iv) the mirroring of
corporate organizational structure.

: The first concept of hierarchical planning is
that of using separate models for each hierarchical level.
Instead of trying to develop one large model encompassing
all aspects of an enterprise, separate models (or separate
decision processes) are used at each level. Normally upper
level models will be based on aggregate data, particularly
for time periods far removed from the current decision point.
The upper level models will be used to provide appropriate
constraints for the lower level, shorter term model. Detailed
information is required only for the short term decision
problems for which it is likely to be more accurate.

Rolling Planning Horizon Implementation: The second key
concept is implementation via a rolling planning horizon.
The strategic model may develop a capacity plan but only the
immediate decisions of that plan are explicitly implemented.
Before implementing later phases, we will develop an
updated plan. For a one year tactical model, the solution of
the model may be implemented in terms of immediate
commitments for one month. Before implementation of the
second month the tactical model will be run again with
updated information. Similarly, the lower level operational
model may be for several weeks and this model will be
updated and re-run every week. The overall result is that
planning is no longer thought of static "once-for-all-time"
concept but as a dynamic ongoing activity.

Recognition of Uncertainty; Implicit in the hierarchical
approach is a recognition that the planning environment is
uncertain and that the most uncertain data is detailed
information for time periods far removed from the current
period. The use of an aggregate tactical level model, enables
the process to provides broad guidance to policies that
attempt to optimize the performance of the enterprise over
time while leaving detailed decisions to be made when more
accurate information is available as to data and system state.

in ization : One advantage of a
hierarchical approach is that each model will be aimed at a
specific level of management. Management at one level see
model results which do not include the details that are, for
the most part, inappropriate at their level. Furthermore, the
constraints provided to the model from the upper level
models correspond closely to the type of constraints that
management normally experience on their own decisions.
Dempster et al. have observed that there is again a chicken
and egg situation here. They comment that "hierarchical
organizations, as well as hierarchical planning systems are a
response to the nature of the problem being solved and to the
need to reduce complexity and respond to uncertainty.

We might comment that, even in organizations that do not use
extensive formal models for planning, many of the principles of
hierarchical planning can be observed in practice. Volman, et al.
(Chpt. 15) in their Ethan Allan case study illustrate this quite
clearly. We might also comment that it is not necessary that the
models involved be optimization models. Gunn and Rutherford
provide an example where the lower level decision is facilitated
by a detailed simulation model. The key point is that lower level
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decisions constantly respond to an updated system state within
the context of policy constraints from upper level decisions.

A HIERARCHY OF FOREST PLANNING

Since this is a paper about forestry planning models, we turn
to the question of what lessons we can learn from the experience
of hierarchical planning. We first point out that many of the
negative reactions that forest analysts have experienced with
regard to modelling are very similar to the experience in the
manufacturing industries. It is just this type of response that led
to the development of hierarchical planning systems.

In the development of an hierarchical approach to forest
management, we will try to address three issues. The first is the
identification of appropriate levels and the decision problems
that need to be addressed at each level. The second is discussion
of the aggregation at each level and the information
feedforward/feedback. The third will be the treatment of
uncertainty. For the purposes of this paper we will focus on
the tactical level. There are two reasons for this. Firstly we
shall argue that the major modelling efforts, embodied in such
packages as FORPLAN, TimberRAM etc. have been aimed at
tactical planning. Secondly, tactical models are often used at the
strategic decision level as simulation devices. Furthermore, the
operational level tends to be highly specialized to the local
environment so that the types of models appropriate at this level
are not completely clear.

Strategic Level

The role of the strategic level is to decide on the resources
available to the enterprise . The first question to address is what
is the enterprise? In many situations there are actually two
levels here. Much of the forest land is owned by governments
and is either operated directly by government or on long term
lease with policy regulation on harvest and management. On the
other hand, production capacity decisions in wood using
industries are usually a private enterprise decision.

Our framework will be that of a firm that owns its own land
outright or holds it under long term lease. The major strategic
decisions appear to be of two types. The first is how much land
to operate for forestry purposes. The second is the production
capacity of the various segments of the enterprise. These would
include the number, type and capacity of sawmills, pulpmills,
and facilities requiring wood fiber. Associated with these
decisions are others that affect the cost and/or yield of the
enterprise. These would include investments in harvesting
systems, transport systems, and processing machinery.
Strategic decisions could also include long term contracts since
these can be regarded as a resource to be exploited. At the
governmental level, there is yet another type of strategic
decision. This is the decision as to the regulatory environment
in terms of environmental, wildlife and other ecological effects.

It should be emphasized that strategic decisions are normally
what Simon has called "nonprogrammed” (Bradley et al., 1977)
The decisions are multi-criteria and involve substantial risk and
uncertainty. Decisions are not made purely on "economic"
terms. In many cases they involve an expression of will on how
the enterprise wishes to define itself. Interestingly, the Swedish
approach to forest involves just such a strategic approach (see
Higglund). Few models have evolved that address the strategic
problems of forestry. Some models are being used to examine
capacity issues (see Vertinsky et. al. as well as several papers at
this symposium), but this is somewhat different from capacity
modelling in other industries (Luss, 1982). In general we see
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evidence of tactical models being used to simulate the effects of
strategic alternatives.

Tactical Level

Forestry presents an interesting case in that some of the tactical
problems are of such long term that they almost beg to be treated
as a strategic. For example, we have the harvest scheduling
problem addressed by the linear programming packages such as
FORPLAN, MUSYC, and TimberRAM. In spite of its very
long time horizon, the nature of the problem is clearly tactical;
namely how to schedule harvesting and silvicultural activities for
an existing land base over time. No resources are being created
for the enterprise. We will return to examine these models and
ask how appropriate they are for this tactical planning task.

Tactical problems in industrial forestry have at least three
aspects. The first is guaranteeing the long term supply of the |
wood consuming industry while maximizing expected profits. f'
This supply problem requires an attention to not only the gross
timber harvest at any point in time but its division into
appropriate timber classes (softwood and hardwood; veneer
logs, sawlogs, pulpwood). The second involves stand level
harvesting issues. These involve developing a plan for
harvesting and silviculture treatments specific to the site
capabilities and species of the various stands in a district or some
smaller management region. Issues, such as adjacency and/or
road building, may also need to be considered. The third is the
problem of annual aggregate wood logistics. At this stage
growth is not an issue. The problem is to decide where to
harvest and on the allocation of the harvested timber types to
mills so as to maximize profit (gross revenues minus harvesting
transportation and other procurement costs). Issues of available
work force and machinery as well as mill production schedules,
seasonality in markets and management of finished product
inventory may well enter here. The outcome of the annual
aggregate plan is usually an annual or longer term budget.

It should be noted that much of the current usage of
FORPLAN and other such packages have been for tactical
problems with significant constraints not mentioned above.
These have often included stringent definitions of sustainability
as well as specific concerns as to wildlife habitat and
preservation of ecological niches. It is important to recognize
that these constraints constitute strategic decisions of the forest
enterprise or of the larger society within which the enterprise
exists. Tactical level models do not have normative capability
for these strategic decisions. What tactical level models do
provide is the ability to evaluate (simulate) the consequences of
these decisions in terms of the tactical level objectives. There is a
need however to be careful as to what tactical level consequence
is being simulated. Often this simulation is carried out with
stand level models over a relatively small timbersheds (100-
1000 acres). This may mean that the sustainability constraints
(non-declining yield) are too restrictive and that more realistic
constraints (over a much larger land base) should be used.
Furthermore the impact of constraints on wildlife habitat and
preservation of unique ecological features may appear to be more
severe than they would in the larger picture. On the other hand,
the combined effects of these types of constraints over a number
of different timbersheds may have quite severe consequences to
the feasibility and economics of total timber supply.

Operational Level

The line dividing tactical from operational decisions is never
precise. The easiest distinction is that operational decisions are
those that are implemented whereas tactical decisions constitute

plans within which these actions are taken. The role of
operational planning is making sure the system functions



effectively within the tactical framework. Within forestry,
operational decisions typically constitute the weekly and shorter
term decisions. One operational decision is deciding to
implement, possibly with modifications, the next period (month)
of the relevant tactical plan. The remaining decisions are the
details of how to do this. These are project management and
scheduling decisions. They would include scheduling cutting
crews and machines to stands, maintenance scheduling, truck
allocation and scheduling, mill production schedules and
specification of wood mix, sawing optimization and others. The
primary goals are feasibility and cost minimization. One point
to raise is that there needs to be some mechanism to verify that
tactical plans can in fact be implemented operationally.

Operational level decision making is usually highly specific to
the particular enterprise. A great deal of Operations Research
work has been addressed to these types of issues in many
different types of industry. This work is extensively used in the
forest industry, but very little of it has been published? .

MODELLING FOR TACTICAL PLANNING

A number of issues have appeared in the literature dealing with
what we are categorizing as tactical models. A fundamental
question involves the modelling approach. There are three that
might be considered. The first is the development of harvest
policies based upon the economics inherent in the Faustmann
formula. Although this has obvious advantages in terms of
modelling simplicity, as a method of developing tactical plans it
suffers from fundamental flaws (Tait(1988), Gunn(1988), Gunn
and Rai(1987)). The primary flaw is that no account is taken of
the current state of the forest nor of the capacity to use the wood
produced as a result of the harvest process. A second approach
involves the use of linear programming models such as
FORPLAN, MUSYC, and others. This shall be the main
focus of our discussion below. Thirdly, there are a number of
simulation based models such as FORMAN (see Jamnick, 1990
for a discussion) which have been used as analysis tools for
tactical planning. We do not plan to deal with these here, but it
should be noted that simulation models can play an important
role in tactical planning (Silver and Peterson, page 558-559).
Gunn and Rutherford(1990) give an example in the mining
industry where a simulation model is used to operationalize a
tactical plan developed via a linear programming model.

We now turn to examine the linear programming approach.
Before this discussion let us outline a somewhat abstract version
of these LP problems. We will state the model as:

T v/
Maximize Y, et ¥ Rau(xzhy)
=1 z=1
Subjectto:
xz= Gz(hz), z=1,7Z (D)
(xz:hz) € Fy, z=1,Z 2)
V4
Y Halxz)hz) € H, t=1,T 3)
z=1
where :
T is the time horizon, the number of time periods.
VA is the number of management zones .

3 witness the comments of Ralph Colberg, Mead Coated Board at this
symposium.

hy is a vector of decision variables indicating harvest policy |
on zone z. Usually h, will have dimensions depending
on the number of time periods and age classes.
Xz is a vector of state variables of timber amounts over time
on zone z. Usually x, will have dimensions depending
on the number of time periods and age classes.

Ryu(xz,hy) is a function giving expected revenue in period t, zone

z for the decision process h; and the state process x;
Gg(hy) is a function relating the state process for region z to the
choice of the harvest process h;
Hy(h,) is a function giving the wood volumes from zone z
generated in period t by using harvest policy h,.

F, is the set of feasible harvest, state processes for region z
H; is the set of feasible timber harvest volumes for period t

This structure portrays the forest harvest scheduling problem
as involving harvest decisions over a number of independent
zones z=1,Z. The objective is to maximize discounted net
present value of revenues with the only linkage being the
Harvest Constraints (3). Without this linkage, then the solution
to this model would correspond to Faustman like harvest
policies on each zone.

There are a number of questions that are often raised with
regard to these models. We argue that much of the confusion is a
result of not considering the particular tactical planning role.
These questions include i) model type, ii) stand vs. region
based models, iii) time horizon and time divisions, iv) flow
constraints and v) attitude to uncertainty.

Age Classes
Regen.  (1-10) (11-20) (21-30) (1014)

Initial Areas
Period 1

Period 2

Period 3

Period T

Terminal Node

Figure 1 Model III Network Representation

Model Type

This refers to the modelling of the growth harvest process on
each zone (equations 2,3 above) Three dominant models of the
growth/harvest process have emerged. The first two, referred to
as Model I and Model II, were first discussed by Johnson and
Scheurman (1977). Model I consists of enumerating a number
of possible schedules for a given land unit with the decision
variables consisting of an assignment (or partial assignment) of
the land unit to the harvest schedule. Model II consists of
specifying a network of possibilities where each arc
corresponds to the assignment of the land unit to a particular
treatment/harvest strategy only until the next regeneration
process. Although equivalent flexibility in harvest schedules can
be represented with a much smaller number of decision variables
using a Model II representation, Model II requires a more
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extensive constraint structure than the equivalent Model 1. The
third model, which we will refer to as Model 111, involves
another type of network structure (see Figure 1) developed
simultaneously by Garcia (1984), Reed and Errico (1986) and
Gunn and Rai (see Rai, 1984) where nodes correspond to age
class and time period and the arcs are of two types. Harvest arcs
lead from a given age class in in period to the 0 (regeneration)
age class in the next period. Growth arcs lead to the next age
class in the next period. Fundamental to Model Il is the
assumption that the length of a time period is equal to the width
of an age class.

Stand Based versus Region Based Models

The question here is what do we mean by the "regions” in our
LP model. Jamnick et.al. (1990) have recently explored the
accuracy of stand based versus region based models. For stand
based models, the forest is represented on a stand basis. A
stand is usually thought of a unit of land with a homogenous
mix of species, age class and homogenous growing conditions
(soil, drainage, etc). Stands are the natural unit for the forest
treatments since, only with the knowledge of the details of stand
composition and site conditions is it possible to forecast
response. On the other hand, it requires an enormous number of
stands to represent the landholdings of any large scale forest
enterprise. Another option is to aggregate landholdings on some
basis, usually geography, ownership, covertype, site type and
try to predict the growth and silviculture response of this
aggregate. Jamnick et. al. have shown that this may well
underestimate the performance achievable with a stand based
model. However, for overall enterprise planning, even a region
based representation leads to large models and this may be the
only feasible alternative.

im izon Time Division

The proper choice of the time horizon T and time divisions t
is a question which often arises in these models. Long horizons
are required to ensure long term feasibility of the wood supply
and to properly take into account future costs imposed by current
decisions. Small time divisions are useful to properly account
for growth and the overall wood supply dynamics. However,
long time horizons and small time divisions imply enormous
models. Compromises inevitably have to be made. As we will
discuss, there are in fact different levels of tactical models that
should be used and different time horizons and time divisions
are appropriate for these different models.

Elow Constraints

The nature of the harvest flow constraints (3) is worthy of
some discussion. In Ware and Clutter (1971), it was made
clear that without some version of these constraints, the harvest
becomes extremely erratic and incompatible with the normal
operation of a wood processing industry. Two types of
constraints are often used. One of these is even flow where the
requirement is that the harvest volume in period t should be
equal to ( within a tolerance) the harvest in period t-1. A second
type, commonly used within FORPLAN, is non-declining yield
where the constraints (3) require that the harvest in year t is
greater than in year t-1. Both of these have the difficulty that
harvest is itself a multi-dimensional quantity. There are issues of
commodity classes of the timber produced, for example veneer
logs, sawlogs, pulpwood. Also, it is not clear how best to
measure harvest, by volume, by area harvested, by revenue. It
would appear that both the even flow and non-declining yield
constraints are not very suitable for tactical models. First, they
have little meaning in terms of the operation of an enterprise.
Second, they are known to produce unstable and paradoxical
effects when implemented in a rolling planning framework (see
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Daugherty* and Pickens et al. ) Barros and Weintraub (1982)
and Gunn and Rai(1987) have discussed situations where, there
are issues of substitution and complementary production.
Sawlogs can be substituted for pulpwood. Also, sawlogs, when
processed, result in chips which can serve as inputs to the
pulpmill. In both cases, we see the use of capacity based
constraints as flow constraints. The Gunn and Rai formulation
of this model is reproduced in Appendix 1 to illustrate this type
of modelling. These capacity oriented constraints appear better
suited for many tactical planning implementations.

Uncertainty

The LP models do not explicitly account for uncertainty.
There are however a number of implicit ways of doing so.
Discount rates higher that nominal interest are often used as one
means (see Bussey, 1980). Many modellers will downgrade
growth estimates as a hedge against catastrophic events such as
fire or budworm. Finally, using the model in a rolling horizon
framework amounts to a way of taking advantage of the
recourse possibilities to uncertain events. In other industries,
notably the electric power industry, one often sees the use of a
reserve margin on system demand used as a mechanism for
dealing with uncertainty. However, unless the harvest flow
constraints are similar to the capacity based constraints of Gunn
and Rai (1987) and Barros and Weintraub (1982), reserve
margins on system demand constraints are not possible.

STRUCTURING A FAMILY OF TACTICAL MODELS

In fact, we can identify three types of tactical level problems
in forest planing; long range tactical, medium term tactical and
annual aggregate planning. We comment on each of these
problems and indicate the relevant aspects of modelling.

Long Range Tactical

This problem is that of ensuring long term enterprise wood
supply while maximizing forest net revenues. In particular, the
focus should be on the various types of timber requirements
(veneer logs , sawlogs; pulpwood) and how these requirements
can be satisfied from the total landholdings of the enterprise.
Landholdings are differentiated by management district
(geographical zone), forest cover and possibly by ownership
distinctions. In the situations that we have in mind, sustainability
of harvest is in terms of the long term ability to supply industry
requirements, although there will be a need to consider other
issues such as workforce stability within each district.

For this type of problem, a region-based model with capacity
based flow constraints and a very long time horizon appears to
be necessary. By specifying reserve margins on capacity in the
wood using industry, we can increase the probability of being
able to meet requirements. Since the models are not stand
specific, most of the arguments for Model I formulations
would not apply. This would argue for use of Model Il or IIL

Medium Term Tactical

The long range tactical models can, based on highly aggregate
forest information and uncertain information on price, market,
growth and technology, develop an optimal plan in terms of
forest harvesting by zone that is long term feasible for industry
capacity. However, since it is not stand specific, it is not
possible to interpret this solution on terms of stand treatments.
The medium term problem is to decide on these stand level
decisions for the stands within a zone.

4 p.J.Daugherty, Dynamic Inconsistency in Forest Planning, at this
symposium.




Clearly this model should be stand based. Because the upper
level model gives a rough idea of harvest and silviculture policy,
it may be reasonable to use a Model I based formulation because
of the flexibility it allows. This model does not need to be as
long term as that discussed above since issues of long term
feasibility have been dealt with there. However, it would seem
wise to use shorter periods to facilitate implementation. Harvest
flow constraints can be simplified to requiring that the volume of
each type of wood produced correspond to that calculated in the
long term model for each model period.

Short Term Tactical

The output of the medium term plan will give a harvest and
treatment plan for each stand. However, this plan is still not
detailed enough for annual planning. We need to be able to
specify for the coming year (perhaps broken down to smaller
time periods) which stands to cut and how to allocate the wood
products to the mills operated by the enterprise and/or its
customers so as to maximize its profits. Constraints, such as
available workforce and machinery, enter into the model as do
mill prices, harvest costs, and transportation costs. These
models may be single period models or multi period models
covering up to five or more years with quarterly or monthly
periods. The key distinction is that it is not necessary to account
for growth in these models. These are quite standard LP models.
E\l ;ilt;g)le period model of this type was described by Gunn

Figure 2. Outline of Example Hierarchical Structure

Models Goals/Replanning Interval
Ift%logn;a g’;ﬁd Model Max Net_Present Value
- Industry Submodels Replanning 1-5 years
- 10 year time periods
- 150-200 year horizon
- Reserve margins

Production Required by Zone
L -Sawlogs -Pulpwood

Zone Model (each zone)

- Stand Based

- Production Flow (Sawlogs
and Pulp

- 5 year time periods

- 20-50 year horizon

Min Cost
Replanning Iyear

Harvest Schedule

/
Harvest, Transportation, Mill
Allocation

- Standard L.P.; no growth
- 3 mo. - 1 year periods

- 1-5 year horizon

\IL Annual Cutting Plan

Crew Scheduling, Machine
Scheduling, Maintenance, Road
Building, Mill Scheduling

Max Profit
Replanning 3 mo - 1 year

Min Cost, Feasibility
Replanning 1 week

Qverall Structure

Given the above considerations, the outcome is a structure
somewhat like that shown in Figure 2. This figure indicates the
goal and nature of each tactical level, the replanning interval and
information linkage to the lower level problem in the hierarchy.
It is worthwhile noting the similarities between the structure
presented here and that discussed by Morales and Weintraub.5
There are two points to note about this structure. First, it is
oriented to implementation with each model leading to an
immediate decision. For example the long term tactical decision
is how much to plan to cut from each zone over the next 10
years. The medium term decision is the amount of harvest and
silviculture treatment on each stand of the zone in the next 5
years. The short term decision is how much to harvest from each
stand in the zone over the next year and how to market the
resulting timber . The operational decisions include where to
send the cutting crews next week. The second point to note is
that long term decisions do not depend on detailed information in
periods far from the current decision point. Problems increase in
detail but decrease in planning horizon as we proceed down the
decision hierarchy.

HIERARCHICAL PLANNING AND UNCERTAINTY

As indicated above, a hierarchical planning framework has
computational advantages and advantages in terms of mirroring
the structure of decision and implementation. We want to now
briefly address its role in coping with uncertainty. The viewpoint
that we adopt below is oriented to what we have termed the
long term integrated model. However the notion is general. The
framework that we choose is that of stochastic programming.
The problem that we consider can be written, again abstractly,
as:

Max { Ro(x, ho) + €T EeGi(x1); hoe H(xo) } )]

where :

X1 =YXy, hy, E(xp)) ()]

Gy( x¢) = Max { Ry(x, hy) + €T EeGy1(xt41); hee H(()é[)) }

and:

Xt - state of the forest enterprise at the beginning of period t
hy - management or harvest action in period t

Ei(x¢) - stochastic process conditional on x¢

r - discount rate

Ri(xt, hy) - return in period t if we begin in state x; and follow
management action hy
H( xy) - the set of feasible management actions given the forest
state Xi.
Y(xt, hy, &) - a function giving the end of period forest state
given the initial state x,, the management action hy and the
realization &; from the stochastic process

This problem statement is that of taking a decision today that
maximizes the expected net present value of all future returns.
Note that the possibility of disaster is not excluded in the above
model. That is, it is possible, given a sequence of decisions hg,
... h.1 and outcomes Eg(xq ) ... &-1(x¢ -1), that we come to a
point where the function Ry(x¢, hy) =-eo for all ye H(xp) or
where H( x¢) is empty. This corresponds to their being no
feasible way to supply the industry needs in period t. In that case

5 R. Marales and A. Weintraub, A model for strategic planing in the
management of pine forest industries, Presented at this symposium.
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Gy(xy) =-eo. Note finally that there is no particular requirement
that T be finite. However it is well known that, depending on the
discount rate r, we can approximate the optimal decision hy* by
using only a finite number of time periods.

It is important to note the decision and information structure of
the problem. First the only decision that one takes with certainty
is the current decision hg . All future decisions h; depend on the
the state variable x; which in turn depends on the conditional
random process &. Second, the essential feature of the problem
is recourse. One does not take the decision hy at time O, but only
at time t with full knowledge as to the state x; and the ability to
exploit the action space H(xy) to current returns and expected
future returns.

If we compare the stochastic programming statement of the
problem to the usual harvest scheduling linear programming,
using a similar notation, the problem can be written:

Maximize Gg Q)
Subject to: Go = Ro(xg, hg) +eT Gy ...
Gt = Ri(xq, hy) +eT Geep ... ®

Gt = RT{xT, h1)
X1 =7(x1, h, &) ...

Xt+l = ‘Y(xts hta Ef) ses (9)
XT = Y(XT-1, hT-1, €T-1)

hoe H(xo)

hye H(xp 10)

The notation corresponds to (4-6), with the assumption that
Ry(x¢, hy) and y(xy, hy, E) are linear functions and the sets H(xy)

are described by linear constraints. The & is the "average value"
of the process &. Note that, in general, it is not possible for this
"average" to correspond to the mean of §; since &;is conditional
upon X

Note the differences between problem (7)-(10) compared to
(4)-(6) First the decision structure is different. The decisions
hg, ..., h are taken at t=0 once for all time. Furthermore these
decisions hy are taken not with perfect knowledge of a state xy,
but with respect to some "average" state that results from the
"averaged process”. There is no possibility of recourse if the
outcome of the stochastic process is either below or above the
"average". Given the enormous number of recourse actions in
the forest, we would normally expect to be able to do better than
this "average" decision.

If stochastic programming is the correct decision framework,
what can we say about exploiting this computationally. In terms
of doing this directly, the news is not encouraging. There are
two alternatives. One is dynamic programming, the use of which
is well known on problems of the form (4-6) (see Lembersky
and Johnson, 1975). However the computational requirements
of this approach grow dramatically with the dimension of the
state vector x;. The Lembersky and Johnson model has only
been applied to single stand situations where it is not possible to
capture the recourse possibilities of managing a large number of
stands simultaneously. The other approach is stochastic linear
programming. Gassman (1989) has illustrated an application of
these ideas to examine the effect of fire. The problem with this
approach is that its computational requirements grow with the
number of possible realizations from the stochastic process. This
tends to mean that only highly simplified situations can be
modelled.
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The encouraging news is that Dempster et. al. report thata
hierarchical planning process is actually a good heuristic for
solving stochastic programming problems. That is, if we solve
the linear programming model (7)-(10) but in a rolling planning
horizon framework then this should perform reasonably well.
By a rolling horizon, we mean that only the first period solution
is implemented and all parameters of the model are updated and
the optimal solution re-calculated before proceeding to the next
period. By doing this we make possible recourse to unplanned
events. There are two questions about this approach that need to
be answered. First are there things that we can do to the LP
model to make it more suitable for the underlying stochastic
programming problem. Second, can we verify that the
hierarchical is likely to perform well in this forest management
environment.

Making the LP Mode] More Suitabl

We have two suggestions for the question of making the LP
model more suitable. First, higher discount rates should be used
than might be used in certain environments. If a model has an
outcome that the optimal solution obtains much of its economic
benefits from periods far in the future, these should be
discounted because of uncertainty. A higher discount rate will
lower these benefits and lead the model to explore solutions
where benefits are obtained earlier when they are less uncertain.
The second issue is feasibility. Although, in an uncertain
environment, it is desirable to obtain benefits as early as
possible, it is not desirable that this be done at the expense of
long term feasibility. Thus it is important to focus clearly on
how we define feasible harvest strategies. For long term
integrated models, the type of constraints illustrated in Appendix
1 appear to be quite desirable since they make it possible to
focus on the actual physical capacity of the industry. If these
type of constraints are used, then it is possible to use a reserve
margin approach. That is we can specify that the minimum
supply requirements to the individual sectors (pulpmill,
sawmill, etc) be set somewhat higher than would normally be
the case. If this is done and a feasible solution obtained to the
LP model, then this would increase the probability that actual
industry requirements can be met in the uncertain future. This is
a quite natural approach to the stochastic program. If we think of
(4)-(6) as a two stage problem, the effect of second stage is to
induce constraints on the first stage. In other words, there are
certain first stage decisions that are feasible if the problem is
only solved as a single stage problem but are not feasible when
the feasibility requirements of the second stages is considered. If
the problem is stochastic, then there is not just one second stage
but a number of possible realizations, each of which induces its
own constraints on the first stage. The use of reserve margins on
the LP model has exactly this effect.

There are two problems here. The first is that of modelling the
process of uncertainty and the second is that of evaluating the
hierarchical planning system.

It is probably impossible to accurately model the uncertainties
that face foresters. However one useful approach is that of
scenario analysis. The problem here is can we generate a
relatively small number (10-100) of scenarios that are "typical”
of the actual process. If this can be done then the process of
"scenario aggregation" can be used either in the formal sense
(Rockafellar and Wets) or in a less formal sense. The idea is that
we can think of the stochastic problem as being the independent
LP problems, one for each scenario, with the additional
constraint that all first stage decisions must be the same. More
formally, for multi-stage problems, all decisions that have the




same information process must be the same. The idea is not
new (Wagner, 1975) but can be exploited in a number of ways.
First the expected value (probability weighted average) of the
independent solutions gives a lower bound on the stochastic
problem. Second if we take the first stage solution of the
"average" LP problem and use it for each of the independent
scenarios, if feasible, this gives an upper bound on the
stochastic problem. The difference between these bounds is a
measure of the value of information.

The problem of generating appropriate scenarios for forest
management problems and then using these to evaluate the
hierarchical approach remains open for further research.

CONCLUSION

Hierarchical planning systems have had a strong impact on the
planning process of manufacturing and other industries. They
offer potential computational advantages but, more importantly,
they also offer advantages in implementation in that a well
structured hierarchical system reflects the organization and
decision processes of the enterprise.

An important issue in hierarchical systems is their ability to
deal with the uncertainty that is typical if the real environment.
Previous research indicates that hierarchical planning systemns
are well suited to deal with these issues but research remains to
verify these issues and to discover the most effective means of
structuring the decision process to cope with this uncertainty.

APPENDIX I - FORMULATION OF AN INTEGRATED
MODEL

This model is based on the Model III land management
constraints. The wood demand sector is highly simplified with
one pulpmill, one sawmill with a chipper, one sawmill with no
chipping capability and with one "other demand" sector which
we refer to as firewood. These "mills" are best thought of as
aggregate representations of the demand in the relevant sectors.
This particular aggregation is only one example; others may be
appropriate in particular circumstances. This aggregation does
however capture the features of substitutability (sawlogs for
pulpwood) and of dependent demand (puplwood on chips). For
a more detailed discussion see Gunn and Rai (1987).

Yariables

Xijt hectares of land of harvest zone i in age class j at
end of period t.
Cijt hectares of land of harvest zone i in age class j

regeneration harvested during period t.

volume (m3) of softwood (SL) and hardwood
(HL) sawlogs allocated to use k in period t. Use
k=1 corresponds to sawmills with a chipper; use
k=2 corresponds to sawmills without a chipper;
use k=3 corresponds to pulpmills.

volume (m3) of softwood (SL) and hardwood

SLk HLk

SP,, HP,

(HL) pulpwood allocated to pulpmill in period t.

volume (m3) of softwood (SL) and hardwood
(HL) pulpwood allocated to firewood (non-
pulpmill or sawlog) demand in period t.
volume (m3) of softwood (SL) and hardwood
(HL) chips produced at sawmill and allocated to
pulpmill in period t.

SP,, HP,

SC, HC,

Constraints
Land Management Constraints for Harvest Zone i
Xijt= Xig-1)(¢-1)- Gijt =13 =1T
Xigt = Xj@-1)@t-1) + XiJ-1) - Cie t=1,T
Xior= X Cijt t=1,T
i=1J
Data: J - number of age classes

T - number of Time periods
Xi,j,0 - hectares in age class j at period O (initial)

Mass Balance Constraints for Each Period t
z X (hS})ijt Cije + tspijt Xije) = SPy + SFy

i=1,1 j=1,
2z (hSlijt Cijt+ tSlijt Xut) =SL1t + Sth +SL3t
=1l j=1,J
2 X (hhpj; Gjje + thpije Xije ) =HPy + HF
i=1,I j=1,J
Z I (hhlyje Cyjy + thlyje Xyje ) = HLL + HL2; + HL3,

i=1,I j=1,J
Data: i) hspijt, hslijt, hhpiji, hhljj; - volume (m3) of
softwood pujlpw , softwood logs, hardwood

pulpwood, hardwood logs, respectively produced
by regeneration harvesting one hectare of harvest
zone i, age class j in period t.

ii) tspjjt, tslijy, thpjt, thljj; - volume (m3) of
softwood pulpwood, softwood logs, hardwood
pulpwood, hardwood logs, respectively produced
by thinning and other activities on one hectare of
harvest zone i, age class j which does not undergo
regeneration harvesting in period t.

Allocation Constraints for Consuming Sectors in Period t
i) Sawmill Demand
minsl!; <SL1; < maxsll,
minslzt < SL2t < maxsl2;
ii) Chip Production
SC; =a SLl;
iii) Pulpmill Demand
minsp; < By SPy+ By SL3; +SC; < maxsp,
minhp; < B3 HP;+ B4 HL3; +HC; < maxhp,

iv) Firewood Demand
minsf; £ SF; < maxsf;

minhllt SHth Smax}illt
minhlzt < Hth < maxhlzt

HC; = o HLL,

minhf; € HF; £ maxhf;

Data:
minxx;, maxxx; Minimum and maximum demand for sector
xx in period t. The sectors xx correspond to
softwood and hardwood at sawmills 1 and
2 (sl, sI2, h1l, s12), softwood and
hardwood at pulpmills (sp, hp) and
softwood and hardwood firewood (sf,hf).

Note pulpmill demand is in m3 of chips.

o volume of chips per unit volume of
sawlogs.

B1.B2.B3, B4  volume of chips produced per unit volume
of softwood pulpwood, softwood sawlogs,
hardwood pulpwood and hardwood
sawlogs respectively.
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Objective Function
Maximize ¥ @ [ psl'y (SL1;+ SL2) +psl"; SL3; + psc; SC;
t=LT 4 psp; SP; + psfy SF; + phl'y (HL1; + HL2)
+ph1"t HI,st + pth HC{ + phpt HPt
+ phfy HF ]

Data:
Bt discount factor for period t

psl', phl'y price for softwood, hardwood sawlogs
($/m3) delivered to sawmills in period t.

psl"t, phl"y price for softwood, hardwood sawlogs

($/m3) delivered to pulpmill in period t.

price for softwood, hardwood chips ($/m3)

delivered to pulpmill in period t.

PSPy, phpy  price for softwood, hardwood pulpwood

($/m3) delivered to pulpmill in period t.

psct, pheg

psfy, phfy  price for softwood, hardwood firewood
($/m3) in period t.
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ECOSYSTEM CLASSIFICATION AND MAPPING ON NATIONAL FORESTS!

Peter E. Avers
Edward F. Schlatterer?

Abstract

The Forest Service has issued new naticual direction to guide the agency toward im-
plementing an ecosystem classification and mapping framework for land and resource
management planning. The purpose is to provide an ecologically sound basis for resource
management that integrates landscape components of soil, vegetation, landform, geologic
material, topographic features, and climate. Ecological types are classified and used to
design ecological inventories that stratify land into map units that can be used as ca-
pability areas for planning, resource management, and monitoring of resource response.
The map units are categories of land that have a unique combination of vegetation, soil,
landscape features, etc., and differ from other categories in ability to produce vegetation
and respond to management. Interpretations are made for production capability, biolog-
ical diversity, and to predict ecosystem responses to various management practices. Each
Forest Service Region has developed slightly different approaches in the way they classify
ecosystems to establish ecological types and ecological map units. These variations are
briefly described to show the relationship to the generic national direction.

Keywords: Ecosystem, classification, inventory, mapping, National Forests, ecological

site, ecological type, ecological unit, potential national community.

INTRODUCTION

The National Environmental Policy Act of 1969 (NEPA) di-
rected all federal agencies to: “Initiate and utilize ecological
information in the planning and development of resource-
oriented projects.”

Both the Forest and Rangeland Resources Planning Act
of 1974 (RPA) and the National Forest Management Act
of 1976 (NFMA) require a systematic interdisciplinary ap-
proach in planning and management. They also require
that comprehensive and appropriately detailed inventories
be conducted and used on the National Forest System.

Because forest planning was mandated to be completed for
all National Forests within a rather short time frame, it was
impossible to conduct ecological inventories for all units for

1 Presented at the Systems Analysis in Forest Resources

Symposium, March 3-7, 1991, Charleston, South Carolina.

2 Soils Program Manager, Forest Service, U.S. Department
of Agriculture, Washington, DC; Ecologist, Forest Service, U.S.
Department of Agriculture, Washington, DC.

the first round of forest plans. Some ecological inventories
were available for some forests, but for the most part, ex-
isting functional or component inventories were used as the
basis for initial forest planning.

The Forest Service is now nearing the completion of the
initial forest planning effort and beginning revision of the
first forest plans on a 10-15 year cycle as required by law.
It is recognized by many that fully integrated ecological
inventories will be needed for this revision process.

The 1990 RPA program recognized the growing environ-
mental concerns of the American public, and emphasizes
environmentally sound commodity production. The pro-
gram also provides a new environmental focus for manage-
ment of non commodity resources on the National Forests.

The “New Perspectives” initiative provides for a fresh ap-
proach to land stewardship and expands the notions of sus-
tained yield and multiple use to include a philosophy of
keeping ecosystems intact. New Perspectives stresses the
theme of land stewardship, sustainability for all uses and
values, the integration of disciplines, and an ecosystem ap-
proach.
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All of these factors are providing an accelerated stimulus
for ecosystem classification and inventory as a basis for
sound management, while maintaining healthy, whole sus-
tainable ecosystems.

Background and philosophical basis

There is no theoretically perfect natural system of ecosys-
tem classification and mapping which all users can embrace
and use to satisfy their needs. We must be able to classify,
map, and interpret ecosystems according to the needs of
the user. The needs of the user vary with the issues, man-
agement proposed, time, and questions asked. The criteria
used for ecological type classification is critical; but even
more critical are the design criteria used for ecological unit
mapping. The reason map quality is so important is that
most Forest Service resource planning and management is
centered around geographical information on maps.

The emphasis on vegetation criteria has produced vegeta-
tion dominated classifications of ecosystems which can serve
only some of the users with the need for management in-
formation. The emphasis on soil classification with a heavy
emphasis on landform, topography, land systems, and geo-
logic features has resulted in land classifications which only
partially serve users needing vegetation management infor-
mation.

A similar parallel can be made for mapping of ecological
units. Vegetation dominated criteria result in ecological
units predominately defined by vegetation characteristics,
while soils and landform dominated criteria result in map
units most useful for defining soil properties and soil char-
acteristics important for management.

Neither system alone provides the needed information for
multiple use management for a wide variety of users.

Soil inventory, vegetation inventory, and geologic invento-
ries tend to be single component approaches with some
evaluation of other criteria in mapping depending on the
needs of the user. All are legitimate ecosystem classifica-
tions. They segment the landscape according to some de-
fined criteria based on user need. Virtually all such classi-
fications and maps are trying to define and characterize a
response unit for some purpose. The purpose or need and
the criteria to meet the purpose or need, defines how the
mapped unit is designed. All can argue successfully that

they have mapped an “ecosystem” or classified an “ecologi-
cal type”.

This is in fact the way that ecosystem classification and
mapping has developed in the Forest Service up until the

development of the current framework.

Significant past efforts

For over 75 years the Forest Service has conducted a wide
variety of resource inventories that classify land and its re-
sources. These inventories focus on the vegetation and are
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single purpose in nature. Timber inventories classify sites
according to forest type, stand size or condition based on
the existing vegetation. Range inventories classify range
type, suitability and condition to reflect the kind, amount
and quality of forage available for livestock consumption.
Soil inventories began in the late 50’s and could be con-
sidered at least partially integrated. Other single purpose
inventories are also conducted for wildlife, water, recreation
and cultural resources.

Some of the first efforts to deal seriously with the mapping
and classification of land on a1 integrated basis began with
California soil-vegetation surveys in the late 1930°s but did
not get into full swing until after World War IL. The Pa-
cific Northwest and Southern Regions initiated inventories
that integrated soils, landform and existing vegetation in
the early 1970’s. The Intermountain and Northern Regions
developed and initiated a Land System Inventory (Wertz
and Arnold) in the late 1960’s. Soils, landform, geology,
and potential natural vegetation were included in these in-
ventories, but the primary focus was landform and soils.
Other efforts include Terrestrial Ecosystems developed by
the Southwestern Region in the late 1970’s. The Alaska
Region and the Eastern Region developed modifications of
the land systems approach. Bailey published Ecoregions of
the United States in 1976, an adaption of the lands systems
approach.

In the fifties the Daubenmires developed the habitat type
approach. Habitat types are developed on the basis of cli-
max vegetation under the assumption that the vegetation
in its climax form, when occupying a site, is the ultimate
integrator of that site. Since the 1970’s students and disci-
ples of Daubenmire have expanded the coverage of habitat
type classification to most of the Western United States
and into the Great Lakes Region.

Variations of Daubenmire’s method have developed with
the realization that, while climax vegetation may be the in-
tegrator of a site for some characteristics of the vegetation,
many important factors for the management of the land
and its vegetation cannot be derived from climax vegetation
classification. Variations include the incorporation of soil
properties and other significant environmental characteris-
tics as modifiers to the classifications. While these varia-
tions are an improvement over habitat types, the resulting
classification is still incomplete for providing interpretations
for multiple uses.

Since the late 70’s, the concept of integrated ecosystem
classification and mapping has evolved and was first for-
mulated in 1982 in Forest service Manual and Handbook
direction. Since then three revisions have been made to
strengthen the policy and direction and achieve a greater
coordination of the varying efforts in the Regions, and fi-
nally require ecosystem classification and mapping for plan-
ning and management.

urrent Direction

In an effort to bring divergent systems of ecosystem classi-
fication and mapping closer together and unify approaches,
new manual and handbook direction has been developed.




In it we have attempted to bring together the diverse ap-
proaches used by our Regions and Forests, within a broad
framework, with the objective of satisfying as many user
needs simultaneously as possible. Basically the current
framework provides common definitions, establishes gen-
eral process, and encourages creative approaches to meet
regional needs.

Ecological type classification and ecological unit mapping is
an effort to bring soils and vegetation information together
to define and describe the most meaningful ecological types
and units for a maximum of user needs including definition
of capability areas for planning and management.

We believe ecological type and ecological unit descriptions
and maps provide significantly better information for mul-
tiple use management than can be provided by separate
components and/or maps being aggregated for the same
purpose. The reason is that in defining and describing inte-
grated ecological types and units, both soils and vegetation
experts make simultaneous definition and evaluation of cri-
teria and evaluating them against the needed information in
an interdisciplinary way.

With the advent of Geographical Information System (GIS)
and greatly improved personal computer capacity and ca-
pability, there is a strong tendency in some quarters, to
create ecological units from the sum of the parts or some
combination thereof. While our current direction allows for
such ecological unit identification, we firmly believe that
the beneficial effects of the synergism of various disciplines
working together to create meaningful ecological units and
making interdisciplinary interpretations for them, far out-
weigh the simplistic quick fix that results from GIS gen-
erated units. Boundary problems can be resolved by mu-
tual consent and detailed evaluation of the map unit cri-
teria by the disciplines involved. Interpretations over and
above those of the individual component maps are gener-
ated through the interaction of the disciplines, resulting in
expanded user benefits.

Exceptions are individual component maps which have been
defined by an interdisciplinary (ID) team where factors, in
addition to the individual component characteristics have
been used in design. Ecological units formed from the ag-
gregation of such component maps, approximate the qual-
ity of ecological units developed in the aggregate because
boundary differences have been resolved and interpretations
expanded by the ID team interaction.

Universal System

While the Forest Service has not yet achieved the ideal of a
universal ecological type classification system and ecological
unit inventory, we are making progress. Our Regional Soil

Scientists and Regional Ecologists are working together to-

ward this goal with new direction and quality assurance of

National Forest inventories.

In spite of this progress, we do not expect to have a uni-
versal system of ecological classification and inventory in
place any time in the near or even distant future. The For-
est Service is a highly decentralized organization and does
does not provide strong central control and direction. We
have provided the national framework, but not the detail.
In addition we recognize the diversity of land, soils, and
vegetation in the United States and the wide variety of our
user needs and wants, and allow for considerable variation
in design and application of the broad principles we have
formulated. We also rely heavily on the quality of our peo-
ple, their expertise, knowledge and enthusiasm to work out
the details as they see fit and as the needs dictate,

Objectives and Policy

There are two primary objectives for ecosystem classifica-
tion and mapping on National Forests. 1) To provide a
uniform ecosystem framework for use in land and resource
management planning and; 2) To develop an ecologically
based information system to aid in evaluating land capa-
bility, interpreting ecological relationships and improving
multiple use management.

It is Forest Service policy to use ecological type classifica-
tion and ecological unit inventories in planning, evaluation,
and resource management; and to accomplish these activi-
ties with interagency coordination.

Within the national framework, Regional Foresters are re-
sponsible for providing specific classification, inventory, and
evaluation direction and to ensure that ecological informa-
tion is used in forest planning and project implementation.
Regional Foresters and Station Directors share responsibil-
ity for developing standards for ecosystem classification and
for the correlation of ecological type descriptions.

Forest Service Framework

Ecosystem Classification and mapping is accomplished by
sampling ecological sites, classifying ecological types, and
designing ecological units for mapping. Both ecological
types and ecological units must be based on and describe
vegetation, soils, topographic features, water, climate, geol-
ogy, and landform.

Ecological sites. A specific location on the land, that is rep-
resentative of an ecological type.

Ecological type is defined as a category of land having a
unique combination of vegetation (potential natural plant
community), soil, topographic features (slope gradient, as-
pect, slope position, and elevation), climate, geology, and
landform. Ecological types differ from each other in ability
to produce vegetation and respond to management prac-
tices.
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An Ecological unit is defined as a mapped landscape unit
designed to meet management objectives, comprised of one
or more ecological types or composed of the set of compo-
nents listed under ecological type.

The components and general direction for their use in char-
acterizing ecological types and ecological units are de-
scribed below:

1. Soil -

Soils are described and classified based on Soil
Taxonomy (USDA Agricultural Handbook 436)
and correlated as part of the National Cooper-
ative Soil Survey. The range of major charac-
teristics and properties particularly important
to management are noted. The spatial distri-
bution and percentage of various taxonomic
classes are determined and recorded. The soils
are classified to the lowest level needed or prac-
ticable to meet management objectives. With
soil classification and correlation, ecological
unit inventories can serve as soil resource in-
ventories and be published as soil surveys in
the National Cooperative Soil Survey.

2. Vegetation -

Plant communities are described for existing
vegetation and for the potential natural com-
munity (PNC). Existing vegetation communi-
ties are described on the basis of significant dif-
ferences in species composition, physiognomic
or structural features, stand age, or numeri-
cal relationships along an ecological gradient.
The potential natural community is the plant
community that would be established if all
successional sequences of its ecosystem were
completed without human-caused disturbance
under present environmental conditions. PNC
differs from climax vegetation in that the in-
fluence of the past history of the site and its
vegetation is recognized, which may have al-
tered the potential, as well as the existence of
naturalized exotic species. If PNC’s can not
be determined, provisional PNC’s can be esti-
mated based on the projection of the existing
vegetation into the future and interpretation of
abiotic factors.

3. Topographic features -
This includes slope, elevation, and relief. Slope
has gradient, length, and aspect. These fea-
tures have locally defined classes to categorize
and stratify ecological types and units to meet
management needs. Often, changes in topo-
graphic features signal changes in soil type or
plant community, and vice versa.
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4. Geology -

This primarily includes stratigraphy and lithol-
ogy. Stratigraphy and lithology are character-
ized for their influence on soil parent material,
soil mineralology, land stability, and other fac-
tors important to management or land capa-
bility. Major classes are defined in the Forest
Service Resource Glossary.

5. Climate -

Local and regional climatic differences impor-
tant to land management are used to stratify
the landscapes for ecological type classifica-
tion and for map unit design. Broad climatic
differences often coincide with physiographic
boundries and are helpful when making general
(order 4 or 5) inventories. Microclimatic gra-
dients are important to detailed (order 2) map
unit design and in classifying ecological types.
Regions establish criteria and standards for cli-
matic gradients to meet management needs.

6. Water -

Areas of the landscape adjacent to streams,
lakes, etc., or that have intermittent high water
tables have hydrologic characteristics impor-
tant to management. These areas, often called
riparian areas, are classified and mapped us-
ing unique water related criteria. Wetlands are
transition ecosystems between terrestrial and
aquatic and are classified for ecological type
and mapped as ecological units. Hydrologic
data needed to classify wetlands is collected
and correlated with the soils data and used to
describe ecological types and design wetland
ecological map units. National direction is not
yet developed for classifying and inventorying
aquatic ecosystems.

7. Landform -

Any physical feature of the earth’s surface hav-
ing a characteristic, recognizable shape and
produced by natural processes. These are de-
fined in the Forest Service Resource Glossary.

Conventions

Except for the requirements to use the above named com-
ponents in developing ecological type classifications and
ecological unit mapping, we have established few hard and
fast conventions. The one exception is the convention on
naming ecological types. We require the use of a botani-
cal name and a soils/environmental name on all ecological
types that are defined. The sequence of which name comes
first is optional.




In contrast, the naming convention for ecological units is
very flexible. The name will depend on the criteria estab-
lished for user needs and the local conventions which have
been established. The components of vegetation, soil, to-
pographic features, water, climate and geology must be at
least described and characterized, but the degree of their
use and the sequence and weight given to each component
is variable.

Use of potential natural vegetation is encouraged, but our
direction allows for use of existing vegetation when poten-
tial natural vegetation is not available or not possible to
determine. It is preferred that potential natural vegeta-
tion be used in all circumstances and uniformly everywhere,
but we recognize that, practically, potential natural vege-
tation cannot be determined in all cases. In the Southeast,
for instance, many forested areas were heavily farmed in
the early part of this century and many areas suffered very
severe soil erosion. Nothing but a short term projection

of the potential natural vegetation is possible under such
circumstances. We have provided in our direction for pro-
visional potential natural vegetation identification, that is,
projections of the existing vegetation into the future, based
on existing conditions including vegetation, soils, geology,
topographic features and climate.

gical Ma it Design

There are two basic ways of designing ecological units for
a mapping program: 1) using ecological type(s) with one
or more common landscape components important to man-
agement and that, for the purpose of the inventory, override
differences in the combined ecological types and 2) strati-
fication of the landscape by climate and physiography and
then design of map units using properties of components
of soil, geology, vegetation, landform, and topographic fea-
tures. Interdisciplinary teams often develop variations of
these methods based on existing information, management
needs, and other factors.

The first way, using ecological types, requires that most
ecological types be classified and ecological sites located

for reference. The ecological types are the taxonomic units
and the ecological units are the map units. The design pro-
cess for the interdisciplinary mapping team is then centered
around determining the ecological types that could best

be used to define and characterize ecological map units to
meet the objectives of the ecological unit inventory. The
classified ecological types in the inventory area either be-
come (1) major components of map units, (2) complexes
of two or more or 3) they become inclusions in (1) or (2)
above. During the mapping process additional ecological
types maybe encountered that require classification, refer-
encing, and inclusion in map unit design.

The second way, using properties of landscape components,
requires a good data base for the various components and a
systematic process for stratifying the landscape by various
component properties. Map units can then be defined pri-
marily by soil, vegetation and landform properties to meet
- needs. This process also requires an interdisciplinary team.
Differentiating components and their properties will change
with physiographic area, scale, and management objectives.

Map units are designed in either case by using properties
from landscape components, not necessarily taxonomic
classes of the various components. For example in wild-
lands, ranges of soil properties important to management
such as soil depth, soil texture and depth to water table
may cross soil taxonomic boundaries. It would serve little
purpose to separate map units based on taxonomic classes
where there are no management implications. Conversely in
other instances the range of certain soil properties impor-
tant to management may be very narrow and would require
splitting or phasing soil series or soil families. For exam-
ple, in recent years intensive work in the Blue Ridge of the
Appalachian Mountains has required the establishment of
dozens of new soil series. These new soils represent narrow
ranges of key soil properties important to ecological rela-
tionships and engineering interpretations. In this situation
soil taxonomic class can be used to name and define ecolog-
ical units whereas, prior to that work, taxonomic units were
too broadly defined to be of direct use.

Some properties of soils are not used in soil classification,
such as phosphorus status or presence of contrasting soil
horizons below two (2) meters. These are often impor-
tant to forest productivity ratings and are properties that
need to be considered in ecological map unit design. In
these cases soil classes may need to be split or combined
for defining ecological units.

Similarly, vegetation taxonomic type, species composition,
abundance, dominant species, or vegetation structure are
used to map vegetation and can be used in designing eco-
logical map units. The attributes used will depend on the
need, scale and purpose of the ecological units. Usually,
potential natural vegetation (when known) is incorporated
as part of the design because of its usefulness in predict-
ing successional sequences. However, other attributes such
as vegetation structure, which is useful in predicting habi-
tat for endangered and other species, may be the dominant
vegetation feature used.

The reason for the above discussion is to point out the need
for an ecosystem approach to inventory design versus a sin-
gle component approach. An integrated or coordinated ef-
fort designed to stratify the landscape into ecological units
is far more likely to produce a map useful for capability
area determination for land management planning than a
set of single resource inventories to be overlayed in a GIS.

There is one important lesson that needs emphasis, this is:
the people who are going to use the inventory must have a
say in how the inventory is to be designed. Without this,
use and acceptance is an uphill battle, regardless of product
quality. This is very important since the use of ecological
type information in management planning and environmen-
tal analysis is critical to Forest Service programs.
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ogical unit int etati

Ecological units are interpreted for management by ID
team interaction and consensus and represent the collective
judgement of the team as to potentials, constraints and op-
portunities for management. We believe that this approach
provides superior interpretations of the traditional factors
that are evaluated, as well as additional interpretations of
interactions of factors which are important to management
which would be normally overlooked in single component
approaches. We also believe the interpretations are more
precise since the map units being interpreted represent a
more ecologically uniform landscape unit and that the in-
terpretations are more spatially accurate.

Research data and treatment response can be related to
ecological units and can be extrapolated to like units in
other geographical areas. Ecological units will be inter-
preted for a variety of capability and suitability projections.
Interpretations and guidelines are made for map units that
will aid managers in making land use decisions. Some of
these are:

1. Disturbance responses of plant communities in re-
lation to expected species composition. - This inter-
pretation has application to maintenance of biological
diversity.

2. Specific ways to maintain or enhance long-term
soil productivity. - These will entail practices affect-
ing physical, chemical, and biological soil properties.

3. Predicting successional pathways to assess the ef-
fects of management practices on vegetation.

Correlation

To prevent duplication, ecological types will be correlated
across Forest and Region boundries. This kind of work is

just beginning. Soils are correlated into the National Co-

operative Soil Survey. Continuous correlation of ecological
map units takes place within inventory areas by the map-

ping team and regional quality assurance reviews.

Levels of Ecologi assification a

Ecological types are described and classified at a specific
site and generally represents a small part of the landscape
such as a landform or some other ecologically different land
segmert at the stand or field scale. An ecological site is an
ecological type location on the ground with a description of
vegetation layers and a soil pit that is described and is rep-
resentative of a particular ecological type. Ecological types
often cannot be shown on maps unless the maps are large
scale. An ecological type may include soil classes higher
than soil series or include vegetation classes of plant asso-
ciation, series or sub-series. Ecological types are often used
to characterize and name ecological map units on order 2
and order 3 inventories. (scales of 1:12,000 or 1:24,000).
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Ecological units can be defined and mapped at any scale
needed to meet management objectives. Some Forest Ser-
vice regions have developed a hierarchical system of ecolog-
ical units from broad (order 5) multi-state units down to
detailed (order 2) units as small as 2 to 10 acres that are
mapped at scales of 1:12,000 or larger. Higher levels in the
hierarchy are defined on broad climatic or physiographic
patterns or general soil associations, whereas the large scale
units rely on individual landforms, plant communities, and
a narrow range of significant soil characteristics. Gener-
ally, two basic levels of ecological unit inventories and maps
are made. One is a level suitable for forest-wide land man-
agement planning, generally order 3 or 4, where map units
serve as capability areas. The second level is more detailed,
generally order 2, that are used for project planning and
implementation of forest plans. The scales are often larger
for order 2 mapping. The main difference is detail of map-
ping, size of map units, intensity of sampling and detail of
data collection for descriptions and interpretations.

Coordination with the National
Cooperative Soil Survey (NCSS)

Ecological inventories can meet the standards of soil inven-
tory as long as the soil taxonomic units and their spatial
distribution are identified for map units. However, prob-
lems arise during soil correlation in naming units and in
map unit descriptions. We find that, with a little effort,
these problems can be resolved. The inventories are simi-
lar in that landscapes are mapped and then characterized
for soil and other components. For comparison, it could
be said that soil is the major component used in designing
units in a soil survey, whereas soil is only one of four land-
scape components evaluated in designing ecological units.
In each case soils are classified and their pattern of occur-
rence is defined. However, descriptions and interpretations
are often lacking for the other components in the soil inven-
tory even though they were used in map unit design.

Ecological unit inventories are interchangeably referred to
as soil inventories by soil scientists since they meet FS and
NCSS soil inventory requirements. In addition, however.
they meet requirements for other component inventories
and more importantly serve as ecosystem inventories. What
the inventory accomplishes depends largely on the objec-
tives established by users and managers at the outset.

Regional Inventory Programs

All regions are either conducting ecological unit invento-
ries or are moving their inventory programs towards that
goal. The names for their inventories differ as well as the
process they use for classifying ecological types or design-
ing and mapping ecological units. However the results of
all efforts have basic similarities in that maps are generated
displaying the mosaic of ecosystems on the landscape. In
most cases the maps can be displayed at various scales. In-
terpretations for suitability are provided to land managers




involved in planning. The broader scale maps provide in-
terpretations for forest-wide planning and detailed maps for
project planning. Regions 1, 3, 4, 5, 9, and 10 have estab-
lished ecological unit inventory programs in place. Other
regions are in various stages of expanding their soil and
vegetation inventory programs to be compatible with the
current national framework. The process, as well as names,
varies by region, but involves close coordination and plan-
ning between soil scientists, plant ecologists, and resource
managers.

Trends

There will be a continued increase in the use of ecological
inventories for modeling responses to vegetation treatment
before the treatment is actually made. The models require
inventories that provide data or information on vegetation
cover, climate, topographic factors, and soils. Soil and veg-
etation data will emerge as the most critical needs for mod-
eling responses and transferring experiences regarding treat
ments and potentials within and among Agencies. Research
is needed to quantify soil and vegetation response to man-
agement. Ecological type classification coupled with nearly
complete coverage of ecological maps will create a universal
communication tool about land resources.

New land management planning techniques and new mod-
els will require and handle more detailed information for
map units than can be derived from current inventories. To
provide more complete information, improved map unit de-
sign and more intensive sampling will be needed to reduce
spatial variability and provide more specific landscape data.

There is a need to develop electronic ecological data bases
compatible with those used by other FS resource functions
and government agencies. The increasing use of high-speed
computers and models necessitates that resource data bases
are compatible in terms of scale, reliability, and use of ter-
minology. The ecological unit maps will be entered into a
GIS. Reliability, quality, and other attributes will be noted
to alert users to applications and limitations. As new infor-
mation and data is gathered in the field, it will be verified
and entered into the GIS. Data will be used to drive models
and generate alternative management options. There will
be less need for published maps and reports. Data informa-
tion will be obtained through queries of the interactive data
base and GIS.

ngmary

The Forest Service has established broad national guidance
for ecosystem classification and mapping. The national
framework includes standard definitions, coordination re-
quirements and a general process to follow. Regional Soil
Scientists, Regional Ecologists and others are jointly devel-
oping and implementing regionally tailored programs for
National Forest implementation. The goal is to allow max-
imum regional flexibility within the national framework.
Flexibility is needed to meet the variety of physiographic
conditions, knowledge, current data bases, and management
objectives in the regions.
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THE ROLE OF AN ECOLOGICAL CLASSIFICATION SYSTEM
1/
IN FOREST PLAN DEVELOPMENT AND IMPLEMENTATION

2/
Robert N. Brenner and James K. Jordan

Abstract.--An ecological classification system was tied
to decision levels in the development of a national
forest management plan. The role of the system as an
information source and spatial tie to the ground for the
design of prescriptions, estimation of yields and
treatment costs, and development of management standards
and guidelines presented. Use of the system in forest
plan implementation is followed with suggestions for
improvements.

Keywords: Decision levels, prescriptions, yields, costs,
standards and guidelines, ecological unit.

Table 1.--Hierarchial Levels of R-9 ECS (Forest
Service Handbook 1909.21 - Eastern Region Land
and Resource Management Planning Handbook,
Chapter 30, 1979, working draft revision)

ECOLOGICAL CLASSIFICATION SYSTEM

Classification and inventory of ecological
units began in the Eastern Region, R-9, on a
limited basis during the early 1970's (Russell

Primary Typical
and Jordan 1991). The R-9 Ecological :
Classification System (ECS) was Level Differentiating Criteria Size
institutionalized in 1979 when the ECS Handbook
chapter was issued (Forest Service Handbook : .
1909.21, Chapter 30). Province Geomorphology, Climate Multi-state
. Section Geomorphology, Climate, Thousands of
The R-9 ECS is structured as a hierarchial Vegetation square miles

framework similar to that of the Lands Systems
Inventory (Wertz & Arnold 1971) concept that was
developed earlier in the western United States.
This nested hierarchy facilitates development of
ecological units (FSM 2060) at different levels
of resolution based on management needs (Nelson,

Subsection Climate, Geomorphology Tens to
Vegetation hundreds of
square miles

Landtype Landforms, Natural Tens to
Russell, and Stuart 1984) Association Overstory Communities, thousands of
(LTA) Soil Associations acres
Ecological Landforms, Natural Tens to
Landtype Vegetative Communities, hundreds of
(ELT) Soils acres
1/

Presented at the Symposium on Systems Ecological Soils, Landscape Ones to tens
Analysis in Forest Resources, Charleston, SC, Landtype Position, Natural of acres
March 3-7, 1991. Phase Vegetative Communities

(ELTP)
2/

Operations Research Analyst and Soil Site Soils, Landscape Less than
Scientist, respectively. U.S. Department of Position, Natural one acre
Agriculture, Forest Service, Ottawa National Vegetative Community

Forest, Ironwood, MI 49938.
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Provinces and Sections were derived from
Frennaman's Physiography of the Eastern United
States. These broad, natural physiographic
divisions help explain and organize information
about natural environmental differences and
similarities among the national forests in the
region.

Subsections in the Lake States area are
being developed in a cooperative partnership
project with the Upper Great Lakes Biodiversity
Committee; The Nature Conservancy; Michigan,
Minnesota, and Wisconsin State Heritage
Programs; and others. Criteria for delineating
subsections include macroclimatic zones and
major glacial physiographic landforms (Russell
and Jordan 1991).

Immediate and future applications include
regional biodiversity; landscape ecology,
correlation of ecological units among Lake
States National Forests; the initial
stratification of an ecological classification
of state, county, and privately-owned lands;
future forest planning; and others.

The Landtype Association (LTA), Ecological
Landtype (ELT), and Ecological Landtype Phase
(ELTP) levels are sometimes referred to as the
"working levels" of the ECS because to date they
have received by far the most use. These are
most useful at the Forest level for land and
resource management planning and in the
implementation of Forest Plans.

The LTA level: Landtype associations
generally number between about 10 and 20 per
National Forest. This level was used
extensively in the forest planning process in
the Eastern Region. The primary use was to aid
in allocating land to "management areas" and
developing desired future conditions.

The ELT level: A few National Forests used
ecological landtypes for Forest level planning.
More commonly, however, the ELT level is used
for more detailed planning on subdivisions of
National Forests, management areas or
opportunity areas. ELT's commonly repeat across
the landscape in a predictable pattern within an
LTA.

The ELTP level is the most detailed,
site-specific level that is normally mapped on
an operational basis. It usually provides the
level of detail of land capability-suitability
information that is needed for project level
applications. ELTP's commonly repeat across the
landscape in a predictable pattern within a
given ELT. ELTP's can be thought of as mapped
representations of sites.

The above levels are all ecological units,
mapped segments of the landscape designed to
meet management needs. Ecological units are
used to determine land capability for a wide
range of resource management prescriptions,
evaluate costs and benefits, and predict
ecological response of actions and/or non-action
applied to any given piece of land.

The "site" level: The site is the
classification unit, the ecological type (FSM
2060), the primary data collection unit. Sites
by themselves are not usually delineated on maps
except for special purposes where there is need
for extremely site-specific information.

BACKGROUND TO OTTAWA NATIONAL FOREST ECOLOGICAL
CLASSIFICATION SYSTEM

The Ottawa National Forest is located in the
western part of the Upper Peninsula of Michigan,
in the southern Superior Section of the Superior
Uplands Province. Ecological classification
began on the Ottawa during the early 1970's in
response to a need for land capability
information for Forest planning. Very little
information about basic resources (soils,
natural vegetation, glacial geology) was
available at that time (Russell and Jordan
1991).

The Forest was first divided into 20 LTA's
based on major glacial landforms, areas of
bedrock control and outcrop, and major
post-glacial erosional landforms (Jordan 1982).
The Forest was also divided into three distinct
macroclimatic zones based on climatic
differences caused by proximity to Lake
‘Superior. LTA's and climatic zones provided the
basic land capability-suitability information
used in the Forest planning process.

The Ottawa National Forest Leadership Team
recognized the need for more detailed levels of
ecological classification in 1977. Subsequently
the Forest entered into a cooperative agreement
with Michigan Technological University to fully
characterize and analyze stratified, randomly
selected sample areas representative of all
LTA's, a 2 percent sample of the ecosystems of
the Forest. Within each sample area, systematic
sampling was completed for soils, landforms, and_
total vegetation. Through the use of computer
ordination models, vegetation relationships were
established. Site concepts (ecological types)
were developed and mapping unit (ecological
units) concepts were developed based on the
observed recorded and analyzed soil, landform,
and vegetation relationships (Jordan 1982).

From the detailed analysis of soils,
vegetation, and landforms, the Ottawa developed
ecological types, and from the ecological types,
ecological landtype phases (ELTP's) for mapping
were built. Each ELTP is composed of a major
site unit (ecological types) and usually one or
more minor site units (mapping inclusions).

The process of developing, classifying, and
mapping ELTP's continues today and presently
covers approximately 75 percent of National
Forest System lands in the Ottawa National
Forest. However, not all of the Forest will be
mapped to the ELTP level; areas where management
information needs do not require that level of
detail have been identified and are or will be
mapped to the ELT level (Russell and Jordan
1991).
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Concepts, mapping, verification, and
development of interpretations continue with
involvement of many scientists from the North
Central Forest Experiment Station, and
universities in Michigan, Minnesota, and
Wisconsin. Correlation with adjoining National
Forests has begun and will strengthen the use of
the ECS.

OTTAWA PLANNING ENVIRONMENT

The purpose of forest planning is to ensure
that goods and services are provided in an
environmentally sound manner and that the public
receives the maximum net benefit.

The Forest Plan for the Ottawa National
Forest was designed to guide all natural
resource activities through multiple use goals,
objectives specifying outputs, and activity
levels per time period, management prescription,
and management standards and guidelines (Forest
Plan 1986).

The National Forest Management Act (NFMA) of
1976 defines forest planning as an issue-driven
process designed to assess the need for change
in management of the Ottawa National Forest.
Intensive public involvement ensured that the
issues were those actually perceived by the
public as well as those identified by the Forest
Service. These issues, concerns, and
opportunities were then developed into
management problem statements.

Management problem statements guided the
planning process. Understanding the Forest's
resource condition, relationships, and potential
was essential to building realistic alternative
Forest plans which addressed the problems.

Summary of Management Problems

Five major management problems were
identified which dealt with the Forest
transportation system, wildlife habitat,
vegetative composition and management,
landownership, and wilderness (USDA Forest
Service 1986c). Basically each dealt with how
much should be produced or maintained, where on
the Forest this production should occur, and
what standard of management was appropriate.

To illustrate, the wildlife habitat problem
required the Forest planning team to identify
the composition, arrangement, and age-class
structure of vegetation which would, given other
resource objectives, provide the best habitat
conditions for a wide variety of wildlife
species. Habitat needs for threatened and
endangered species, including gray wolf and bald
eagle had to be considered as well as habitat
for game species including white-tailed deer and
ruffed grouse which are of particular public
interest.

Responses to these problems were ultimately
spelled out in the Forest Plan. The Forest Plan
designated management areas within the Forest
and assigned both long and short term goals and
objectives to each. The Forest Plan is
primarily a strategically focused document.
Site-level decisions on site-specific projects
were not set in the plan. Decisions on site
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specific projects designed to implement elements
of the plan are made after more detailed levels
of analysis the site scale.

The identification of decision levels helped
shape the analysis performed on the Ottawa and
the information and data sources used to
construct the tools and models used in the
analyses. The ECS provided information of
appropriate scale to these decision levels.

ROLE OF THE ECOLOGICAL CLASSIFICATION SYSTEM
IN FOREST PLANNING

A Forest planning model was developed on the
Ottawa to encompass several levels of analysis
and decison-making (Brenner, et al 1985). These
decision levels were used to define the scope,
detail, and precision of information appropriate
to address resource management problems on the
Forest. The three levels were forest-level,
management area-level, and project-level.

Forest-level analysis focused on the amounts
of resource goods and service to be produced
over time, the allocation of Forest lands to
large management areas, each area focused on a
desired future condition; and finally, the
schedule of management treatments and activities
which might occur in each management area over
10 years (Appendix Volume 1986). The linear
programming model, FORPLAN, was incorporated at
this level to help analyze the efficiency and
effectiveness of various management strategies.

Analysis of choice within management areas,
often termed "area analysis" or "area based
forest planning” (Connelly 1988) focused on
spatially arranging the set of activities and
treatments in the area to best move the area
from its existing condition toward its desired
future one. Management areas occur in 5,000 to
100,000 units which are frequently broken into
sub-units called opportunity areas.

Project-level analysis and decision-making
is the third leg of the Ottawa model and deals
with project layout and design. Choices on
specific practices, vegetation regeneration
options and methods, harvest methods, road
standards and the like are made. Sufficiently
detailed and thoughtful analysis must be made
here to ensure compliance with National
Environmental Policy Act of 1969 (NEPA).

ELTP ____Project Design

ELT ______ Area Analysis

LTA Forest Plan

Scope and Information Detail

Figure 1. Decision Levels and Matched ECS Levels



ECS provided information of detail, scope
and precision appropriate to each of these three
decision levels. Further, because the
classification system is corporate and
interlinked between levels we were assured that
decision choices made at each level were guided
by a common set of assumptions and relationships
represented in the system.

Table 2.--Factors of the Wildlife Problem
Influenced by ECS

Management  Key Problem Factors Influenced
Problems Elements by ECS

Wildlife - Deer and .Veg. composition

grouse popl .Habitat for T&E
- Aspen acreage species
- Thermal cover .Potent. veg. comp.
- Coordination .Temp. openings

between timber .Road density as
and wildlife relates to semi-

- Habitat for primitive areas
TE&S species

Analysis Areas

The Forest land area was stratified into
units of similar attributes called analysis
areas (USDA Forest Service 1986c). 1Initially a
long list of possible delineators was identified
which would allow for differentiation of costs,
output levels, and analysis of Forest planning
problems.

Broad spatial arrangement was provided by
ECS in Forest analysis through LTA's or
combinations of LTA's (Level 1 in our FORPLAN
model). These ecological units provided
information on suitability for vegetation
composition, wildlife habitat potential,
economic considerations, potential productivity,
inherent vegetation variability, physical and
biological limitations and other biophysical
spatial and temporal information.

The Ottawa National Forest contains 20
landtype association (LTA) units. Criteria for
delineating the LTA's included major glacial
landform, areas of bedrock control and outcrop,
and major post-glacial erosional landforms.

Three additional delineators completed the
identification of analysis areas.

Vegetative Types - Vegetative types were
grouped primarily to relate to the wildlife and
vegetation management Forest management
problems. Specifically, these vegetative types
were grouped because they produced a similar
species product mix, provided similar wildlife
habitat conditions, required similar management
practices, had a similar schedule of management
practices, and had similar timber product and
other benefit values. )

The use of vegetative type as an identifier
allowed the Forest to track the changes in
vegetative composition over time. This also
provided a mechanism to more accurately predict

future species/product mixes. The
stratification of vegetative type allowed the
Forest to more accurately represent schedules of
management practices and the most variation
associated with different vegetative types.

The six vegetation types are aspen and paper
birch; northern and lowland hardwoods; white
spruce, red and white pine; balsam fir and jack
pine; mixed swamp conifers and lowland black
spruce; and hemlock.

Age Classes - Age classes used varied
according to type and the existing age class
distribution on the Forest. It was an important
identifier because it controlled scheduling and
was the link to yield tables from which harvest
and inventory volumes were calculated.

Age classes were structured based on
existing acreage distribution within the type,
length of rotation, differences in yield, and
intensity of management. Age class was critical
since yield tables must represent standing
inventory volume and harvest volumes. Broad age
classes require more averaging and represent a
greater range of yields.

Stocking Classes - "Low" and "high" stocking
classes were used in the hardwood vegetation
type. This delineation provided more accurate
yield data from partial cuts in the first two
decades.

Prescriptions

A management prescription is a set of
treatments or practices needed to create a
desired Forest condition in a management area
and to produce specified outputs while

protecting all resource values to established

standards. )

Prescriptions were developed at two
distinctly different levels of detail which can
be differentiated as management area
prescriptions and per-acre FORPLAN
prescriptions.

Management area prescriptions describe the
long-term desired conditions for management
areas. Management areas are defined on the
Ottawa as large (5,000 to over 100,000 acres)
heterogeneous, contiguous units of land that are
managed under a single management area
prescription.

Management prescriptions are stated in two
parts. The first part is a narrative that
describes the purpose and desired future
condition of the land. This includes vegetative
type composition objectives for the management
area, planned recreation opportunity spectrum
(ROS) class the area will be managed for,
desired road density, and what silvicultural
systems are emphasized.

The second part contains the standards and
guidelines describing how management activities
will be carried out to achieve the desired
forest condition.
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The following is an example management
prescription narrative (USDA Forest Service
1986¢c).

Prescription 2.1 - Provides a condition that
emphasizes late succession community types
within a motorized recreation environment.
Maintains potential conditions for low to
moderate populations of game species such as
deer and ruffed grouse. Maintains moderate
to high amounts hardwood type along with
associated timber products and habitat
conditions.

Emphasizes uneven-aged management of the
hardwood type to provide for high visual
quality, production of high quality hardwood
sawtimber and veneer, and habitat conditions
for wildlife species such as the red-eyed
vireo which are representative of this
community type. Provides an appearance that
is predominantly forested with occasional
openings.

All management prescriptions followed the
framework of themes stated in the Regional Guide
- Direction for Land and Resource Management
Planning in the Eastern Region (1983).

Per-acre FORPLAN prescriptions, on the other
hand, are focused on individual analysis areas
and represent allocation and scheduling
strategies for that area as a potential piece of
a large management area-management prescription.

Key variations within management area
prescriptions were represented in FORPLAN
prescriptions and vary by management intensity
(USDA Forest Service 1986¢). These include, on
an analysis basis, such items as:

- Silvicultural regime. Practice and timing
of those practices, range of rotations,
thinning options (thin cycle or thin), and
maintenance or conversion of type.

- Planning, design, layout, and control.
Degree of timber/wildlife coordination,
degree of emphasis on market and market/non-
market benefits, amount of time/concern
given to spatially arranging the vegetative
composition to address specific concerns,
primarily wildlife habitat, and amount of
site-specific information/analysis needed at
project level.

- Road standard mix. What mix of road
standard is to be constructed and cost of
local road construction (cost varies by road
standard mix, LTA, and amount of additional
road needed to meet desired road density).

This range of choice allowed the Forest to
conduct an analysis of the problem and consider
a broad range of alternatives to resolve these
problems in an efficient manner.

Management area prescriptions were not
originally written specific to any location(s)
on the Forest. LTA's could be suitable for one
or more of these management area prescriptions.
The suitability of each management area
prescription to LTA's needed to be determined.
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The criteria used to determine suitability
included:

- Existing vegetative composition.

- Tree species potential - percentage of area.
- Potential productivity by working group.

- Percentage composition by site unit (ELTs).
- Existing ROS class.

- Existing road density.

- Unique wildlife habitat potential.

- Landownership pattern.

-"Road construction cost.

- Existing and potential wildlife habitat.

- Specific public issues.

- Existing sensitivity levels.

- Existing visual quality objectives.

The following table indicates some of the
management area prescriptions which were
suitable on each LTA.

Table 3.--Examples of Suitable Management Area
Prescriptions by LTA

Prescription

1TA Acres 1.1 2.1 3.1 3.2 4.1 6.1
1 28,788 X X X X

2 178,478 X X X X X X
3,4,7 134,910 X X X X X
5 50,691 X X
6 56,705 X X X X
9,10 79,420 X X X X
11 47,016 X X X X
12,13 66,012 X X X X X
14,17 92,243 X X X

14A 11,100 X X
16,19 70,567 X X X
18 12,156 X X X X

Standards and Guidelines

Standards and guidelines were developed to
guide the implementation of management practices
to meet the multiple use objectives for each of
the management areas as required in the National
Forest System Land and Resource Management
Planning Rules and Regulations (NFMA regs.) of
1982 (36 CFR 219.27).

The desired condition described in each
management area prescription directly influenced
the development of the Forest Plan standards and
guidelines. All management practices
implemented on-the-ground within a management
area will follow the management direction
provided by these standards and guidelines.

The costs of management practices within the
prescriptions reflect the support costs of
resource staff specialists needed to ensure that
standards and guidelines are met. The cost of
achieving given standards and guidelines do vary
by analysis area, based on site conditions such
as ecological landtype, vegetative type, and
management prescription to be achieved.

Resource yields estimated for use with
FORPLAN prescriptions also reflect the standards




and guidelines as they will be implemented on
different analysis areas within a management
area.

Examples of standards and guidelines based
on information drawn from ECS are presented
below (USDA Forest Service 1986a).

Give particular attention to landtype
association (LTA's) 1, 5, 6, 13, 16, 18, and 20
using an erosion prevention practice preferably
within the growing season in which the
disturbance occurs. Follow techniques presented
in Watershed Improvement Handbook (FSH 2509.15)
and Soil and Water Conservation Handbook (R-9
FSH 2509.22).

Utilize broadcast burns on upland sites in
LTA's 1, 14, l4a, 15, 17, 18, and 19 only
when available soil moisture is present in
the upper portion of the mineral soil. Make
determination of sufficient soil moisture on
a case-by-case basis as part of the burn
plan and implementation.

Give priority to the use of mechanical site
preparation equipment that tends to mix
soils (e.g., discing) as opposed to massive
scarification (e.g., root raking), in
seedbed preparation and plan competition
removal in LTA 1, 5, 6, 12, 13, 14, l4a, 15,
16, 17, 18, 19, and 20,

Match regenerated timber stand boundaries to
natural soil-site boundaries to the extent
practicable.

Resource Yields

Resource yields were developed to represent
the expected levels of outputs or effects of th
prescriptions in the Forest analysis. .

Timber yield estimates for existing and
regenerated stands were influenced by ECS,.
Timber productivity classes for existing stands
by LTA were based on mean existing site index.
Vegetative age classes were stratified into
several productivity classes. Productivity
class yields were weighted by the proportion per
LTA to build FORPLAN yield tables. Six
multi-species, multi-product yields could be
tracked in each table.

Timber productivity for regenerated stands
was based on potential productivity estimates
from the Forest's ECS data. These estimates
were expressed in terms of a mean site index, by
LTA, and by vegetative group.

The FREP-STEMS model was the primary tool
used to simulate timber yields for stands on the
Ottawa.

Cost and Additional Analyses

Wildlife yield estimates were developed
around groups of LTA's with similar
characteristics in current wildlife-user
history, habitat potential, ease of habitat
maintenance or expansion and climatic
conditions. ECS data was not a factor in
defining yield classes or estimating yields.

ECS was a key determinate for reliable
activity cost estimates which formed a key
element of our Forest analysis. A wide set of
cost variations were developed for vegetative
treatments and road management activities.

Road construction costs ranged from $8500 to
$25,000 per mile on different LTA's for timber
management options of the same intensity. This
proved very important to our modeling exercise
and had a strong impact on solutions.

A comparison of contributions to present net

value from a set of identical FORPLAN timber

management prescriptions rdanged by nearly 600
percent from one LTA to another with road
construction costs accounting for most of the
variation.

Costs on the Ottawa were found to vary from
Forestwide averages due to several basic factors
including physical or biological site factors,
vegetative-type management, management
intensity, and harvest method. Cost variations
due to physical or biological factors were
represented by LTA's. An example is artificial
reforestation which was found to vary in cost by
soil type, terrain, and plant competition all of
which were drawn from ECS (USDA Forest Service
1986¢) .

Sale harvest administration is another
management activity in which data from ECS had a
significant effect on cost estimates to be used
in our Forest Plan analysis. We found that the
intensity of on-site administration will vary
based on characteristics of the LTA which create
increased risk of watershed problems or have
more soil related limitations. Steep slopes,
watershed problems, soil limitations restricted
operating periods are more likely on some BLU's
and result in higher sale administration costs.

Table 4.--Sale Harvest Administration Cost by
LTA Group. (Change from Forestwide average cost
of $3.04/MBF)

Working Group Treatment LTA Cost Groups
Type High Med. Low

Selection +$1.50 +0.75 -1.00
Shelterwood + 3.50 +2.75 +1.00

Hardwoods

Thins 6.50/ 5.00/ 4.00/
MBF  MBF MBF

(Cost estimates are in 1982 dollar terms)

An analysis was completed to determine
existing road densities by arterial, collector,
and local standards. Estimates of desired road
densities to support management prescription
objectives was performed for each LTA. ECS data
representing landform, surface to bedrock, and
road construction cost was used along with
timber stand and other resource data to develop
local road construction estimates for each
management prescription for each LTA.
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An analysis of timber harvest feasibility
was completed. Conversions between hardwood and
softwood species are subject to bio-physical
limitations imposed by environmental conditions
at the site. ECS data was used to identify
these limitations so they could be represented
in our Forest analysis.

Conversion potentials by ELT for species
groups were studied and then combined into LTA
totals. FORPLAN constraints were built from
this information limiting the vegetative
type-to-type conversion for each BLU in the
model. This had a dramatic effect on the
ability of our model to accurately portray
vegetative composition change over the
planning/analysis time horizon.

ECS provided a valuable source of data and
information which was used in the development of
many components of our Forest planning model.

As discussed in the following section, ECS also
played a role in the conduct of the analysis
itself.

THE ECOLOGICAL CLASSIFICATION SYSTEM IN FOREST
PLAN ANALYSIS

The National Forest Management Act (NFMA)
regulations (36 CFR 219) requires that a broad
range of reasonable alternatives be developed
during Forest level analysis. Our Forest
analysis was structured to determine the range

.of resource products, services, and conditions
possible within the limits allowed by acreage
and resource potentials. As the preceding
section established, ECS played a significant
role in mapping out Ottawa production
frontiers.

Constraint sets were built for use in the
FORPLAN model to represent many of these
production or activity limits. Species/type
conversion feasibility constraints were added to
the FORPLAN model after it became evident that
conversions were exceeding the realistic
physical and biological limits identified
through ECS data. The following table shows
forestwide limits, LTA limits were imposed as
well (USDA Forest Service 1986c).

Table 5.--Type Conversion Constraints

Type Conversion Constraint

Hardwood to aspen 23,000 acres¥*

Hardwood to balsam fir-jack pine 14,000 acres#*¥
Aspen to balsam fir-jack pine 30,000 acres¥*

Aspen to hardwood 30,000 acresg¥*

* Based on the Forest's ability to regenerate
naturally from root suckers over the first
three decades.

*%* Advanced regeneration or inadequate seed
source is present.

*** Present aspen occurring on strong sites.
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During the analysis a decision was made to
coordinate LTA and management area boundaries in
the final spatial layout of Forest
alternatives. Different transportation road
densities limits for each possible combination
of LTA and management prescriptions were
developed. These relatively simple constraints
considered existing road density within each
LTA, road density limits for the recreation
opportunity class of the prescription and
economically efficient system density for each

vegetative type.

Work previously had been done to identify

"LTA groups with similar characteristics of
‘hunter use, wildlife habitat potential, ease of

habitat control, and climatic conditions. This
information was used when pertinent to a
planning alternative to constrain solutions
favorable to certain species habitat conditions

Many constraints were linked into the model
through the spatial ties LTA's provided. Among
these were even-aged, selection and thinning,
harvest acreage constraints, and long-term
vegetative composition constraints.

The final spatial layout of alternatives was
done by the Forest planning team after an
interpretation of FORPLAN model results. Of
particular importance was the designation of a
management prescription. Our FORPLAN model had
limited ability to allocate large areas to
long-term coordinated conditions specified in
management prescriptions without heavy
constraining.

While crucial elements were often
constrained, other modeled elements were not. A
comparison of existing vegetation with FORPLAN
model composition results and with management
prescription components including vegetative
composition, silvicultural emphases, and road
system characteristics was made for each LTA.
This helped the team to make assignments to
LTA's which best represented FORPLAN solutions.
In some cases, an LTA might be split between
management prescriptions based upon FORPLAN
results and/or due to variations across the LTA
in biological, physical, visual, or social
factors which were not modeled. Indeed some
management prescriptions were never given the
option of allocation to some LTA's. For
example, several management prescriptions
contained a key element of producing high
quality hardwoods. ECS data showed this to be
not possible on some LTA's although low quality
hardwood species and products might be
produced. As a result, per-acre FORPLAN
prescriptions for high quality hardwoods in
these LTA's were not built into the model.

ECOLOGICAL CLASSIFICATION SYSTEM USE IN
IMPLEMENTATION

Integrated Resource Management

National forest management plans rely heavily
on two keystones. One is defining broad,
long-term goals for units of the Forest. These
goals encompass an entire spectrum of forest
resource goods, services, and conditions.
Different areas have different mixes of resource




goals. The second keystone is to understand
that jointly foresters, bioclogists, engineers,
and others may achieve their goals more
efficiently and with better results if they work
together.

A series of steps were developed which help
mesh the principles of integrated resource
management (IRM) with forest plan implementation
(USDA Forest Service 1985). Principles
Underlying IRM which are important to forest
plan implementation include the following four.

1. Learn to work with the common, broad, and
long-term interrelated resource objectives for
an area.

2. Foster a situation where individuals of
different backgrounds, interests, and values can
come together.

3. Promote opportunities for public
participation at meaningful points in the
process.

4. Finally, produce a forest richer and more
responsive to our needs across the entire range
of resource issues and concerns.

The Forest Service publication, "Working
Together for Multiple Use" (USDA Forest Service
1985), defines six general steps for
implementing a forest plan. The steps are as
follows:

1. Opportunities. Identify areas of land
which offer the best opportunities to implement
the forest plan.

2. Analysis. Spatially arrange the desired
future condition and identify projects to ensure
an integrated approach to forest management.

3. Schedule. Schedule and budget projects
that best meet forest plan management direction.

4., Design. Design projects to include
integration needs for all resources and values.

5. Execute. Complete projects as designed.

6. Protect and Manage. Be a Good Host and
provide for public health and safety. Protect
and manage resources and property values,

The benefits of IRM are many. Frequently
jointly produced goods and services, such as
‘timber production and habitat enhancement, can
be had more efficiently, Participation or the
opportunity to be a member of a team developing
and considering choices can help build ownership
and our understanding of resource potentials by
improved sharing of values, inventories, and
information. An interdisciplinary team who
really shares can come up with many "best"
management options.

Opportunity Area Analysis/Ecological Land Type

For each management area, the Forest Plan
established a desired future condition which
includes vegetation composition, spatial
requirements, key wildlife habitat emphasis
(game and non-game), timber product emphasis,

road densities, recreation opportunity spectrum
(ROS) classification, and more. The ranger
district ID team supplemented with other
resource specialists, analyze and prioritize
potential projects which begin to move the area
toward the desired future condition. Local
issues, concerns, opportunities, and demand are
now considered along with the forestwide
situation.

The ELT maps (7.5 min. quad base) and
information help to identify, display, and
describe what alternative arrangements within
the context of the desired future condition are
possible and not limited in scope by what
currently exists.

Along with potential projects, long-term road
corridors, areas of even-aged hardwoods,
uneven-aged hardwoods, balsam fir/jack pine,
spruce/red and white pine, hemlock, lowland
conifer, minimum level management areas,
deferred areas, special wildlife habitat (old
growth), wild and scenic river study corridors,
and more are mapped.

The ELT provides capability information for:

1. Determining location of long-term local
road corridors. Local roads have been
determined by standard of road for each ELT.
Operating periods by ELT help determine the
standard of local road possible for opportunity
areas (OA).

2. Determining the best areas for hardwood
sawtimber, softwood sawtimber, aspen, softwood
pulpwood, hardwood pulp, and hemlock.

3. Areas of even-aged and uneven-aged
management of northern hardwoods relative to
vegetation management objectives for the OA.

-Even-aged sugar maple reproduction when
aspen is not a feasible alternative over the
long term for adjacent thermal cover browse.

-On certain ELT's, opportunities are better
for emphasizing mid-tolerant northern hardwood
species, '

4. Comparing possible wildlife habitat
component opportunities and their spatial
arrangement for most efficlent and effective
options for all resources considered.

-ELT helps identify where thermal cover,
summer range, permanent openings, mast
(overstory, shrub, and ground layer), and
old-growth areas.

-spatial arrangement considerations may be
more important than simple vegetation
composition. For example, it is important to
have areas where summer range is directly
adjacent to winter thermal cover.

5. Successional trends, soil conditions
relative to natural regeneration, and others
identify opportunities for restoration of
old-growth ecosystems.

Along with ECS information, the vegetation
management information system (VMIS) of 1987,
aerial photographs, topographic maps,
compartment maps, wildlife surveys, botanical
surveys, and others, are the major tools for
determining spatial and temporal arrangements.
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Project Design/Ecological Landtype Phase

The allocation of scheduled activities and
outputs are for management areas through forest
level planning. Specific projects are :
identified through opportunity area (OA)
analysis. Projects are designed through a
continuation of the integrated resource
management process. More site-specific
alternative practices are considered using the
ecological landtype phase (ELTP) units and
existing information to design projects in the
short term. ELTP's provide capability
information on specific species productivity,
road and landing location, equipment operating
periods, plant competition, site preparation
alternatives, specific wildlife habitats and
species relations, and more.

The ELTP maps (4"-1 compartment map base) and
information helps to provide the site-specific
detail necessary to design and implement
projects. Relative to biodiversity, ELTP
information includes specific wildlife habitat
opportunities, thermal cover by species, wetland
components, horizontal and vertical diversity
opportunities, ground cover habitat, shrub
habitat, successional patterns, berry and mast
production opportunities, and others.

Specific potential wildlife habitat
information includes wildlife species specific
habitat opportunities, identified opportunities
to improve wildlife habitat for berry and mast
production, thermal cover component by species,
aspen component, specific wetland components,
diversity (both horizontal and vertical)
opportunities, ground cover habitat, shrub
habitat, opening habitat, and others.

These are described for major site units and
minor site units so we are getting very
site-specific here.

Timber product management information
includes potential productivity by species,
roads and landing location, operating periods,
windthrow hazard, plant competition, site
preparation, and others.

Additional information is provided for
engineering, recreation, watershed management,
and others. ELTP mapping is done on the same
compartment map base (4" - 1 mi.) as our timber

typing.
FUTURE/CONCLUSION

The American people, through their elected
representatives, have directed that National
Forests are to be managed as ecosystems to
provide a sustained yield of a wide array of
values, uses, goods, and services. National
Forest policy directs that ecological
classification and inventory shall be used to
help accomplish this (Russell and Jordan 1991).

The Eastern Region (R-9) of the National
Forest System uses a multi-level, hierarchical
ecological classification system (ECS). The
hierarchical framework facilitates mapping of
ecological units at different levels of site
specificity in order to satisfy different
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management needs. Activities in ecological
classification are on the increase on National
Forests all across the Eastern Region.

The focus of this paper has dealt with what
ECS is, how it was incorporated into the Ottawa
National Forest planning process, and how it is
used in implementation of the Forest Plan.

The following discussion presents several
illustrations and recommendations for
improvements in the role of ECS in forest
planning and implementation in the future.

‘Better Land Capability Information

At the time of developing the first Forest
Plan, the source of ECS data and information was
a stratified random sample, about 2 percent
(20,000 acres) representation of the Forest
ecosystems. Before the Forest Plan revision,
all three operational levels of ECS (LTA, E1T,
ELTP) will be completed for the entire Forest.

Ecosystem Basis for Management

Forthcoming is an "Eastern Region:
Positioning for the Future" statement which
directs the National Forest to manage ecosystems
rather than individual resources.

Future Forest planning efforts will use
ecosystem units as the basis for spatial
analysis, landscape design, land capability
information, and land management decisions.

The Ottawa National Forest is working in
partnership with Michigan's Natural Features
Inventory group to develop and implement a
systematic sampling procedure of our ecological
units to determine the probability of occurrence
of threatened and endangered plan species and,
when found, their site requirements and -
management needs,

Many Forest Plan standards and guidelines
directly address the issue of biological
diversity. Direction to emphasize natural
regeneration on the Forest will improve intra
and inter stand diversity both horizontally and
vertically. The ECS is required to identify
land capability, mitigating requirements, and
specific management situations for all
management prescriptions and practices. Stand
boundaries are being aligned with ECS mapping
unit boundaries. ECS provides site-specific
information on succession of the various habitat
types found throughout the Forest.

Regional Correlation of the Ecological
Classification System

Future Forest planning efforts must address
regional and some global issues, concerns, and
opportunities. This will require more
coordination between National Forests in their
Forest planning. Recently the Ottawa National
Forest initiated the correlation and development
of ECS with our adjoining sister forest, the
Nicolet National Forest. These Forests share
the same ecological units over an extensive
portion of both Forests. Land capability
response will be the same.




The Ottawa National Forest is one of the
champions for a regional ECS classification;
i.e., Minnesota, Wisconsin, Michigan. In
partnership with the Nature Conservancy, the
Upper Great Lakes Biological Diversity
Committee, universities, the North Central
Forest Experiment Station, and others, we are
developing a regional map of ecosystems. One
application already agreed to by the Lake States
National Forests is the use of this regional ECS
to identify, allocate, and establish
representative and distinct Research Natural
Areas.

Geographic Information System

Geographic information systems (GIS) will
play a major role in spatial analysis, landscape
design, and other applications of ECS in future
Forest planning.

The Ottawa has a portion of operational
level (LTA, ELT, ELTP) ecological units entered
into a geographic information system and is
applying landscape ecology principles in
learning some spatial analysis and landscape
design techniques.

Two such research projects underway in
partnership with the University of Minnesota
(Duluth) and North Central Forest Experiment
Station involve: (1) using GIS/ECS and current
research on black bear to identify seasonal
habitat needs through refinement of the black
bear habitat suitability index and their
relationship to ecological units on a computer
model; and (2) quantifying patterns of floristic
diversity and spatial complexity in context of
the operational levels (LTA, ELT, ELTP)
ecological units on two Michigan National
Forests. Spatial complexity differs among these
ecological units.

Cumulative Effects

Our ability to measure resource output under
differing circumstances is good in most cases.
Indeed, most of our attention in the plan
analysis was focused there. Our ability to
measure environmental, social, and economic
pacts of those outputs and conditions could be
improved to be more meaningful to the
decisionmakers. A portion of this concern would
be addressed by most closely linking issues with
impact analysis and with improved verbal and
writing skills to express it.

ECS will help us do a better job of
assessing cumulative effects on an ecosystem
basis.

Conclusions

The National Forest Management Act and its
implementing regulations specify that an
interdisciplinary approach be used in forest
planning. For the Ottawa National Forest
planning exercise, ECS was key to ensuring the
many resource experts involved had a common
basis for interdisciplinary communication and
understanding.

The ECS on the Ottawa proved to be a vital
tool and information source. ECS helped us to
develop a better understanding of the ecological
relationships at work within our Forest. This
understanding gave rise to a greater range of
ideas, options, and analyses which proved
themselves in better decisions.

The Ottawa continues to use ECS on a daily
basis in Forest Plan implementation, the design
of resource projects, and in the preparation of.
National Environmental Policy Act (1969)
analyses. We continue to work toward the
completion of ECS surveys and maps as well as
management interpretations.
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DIMENSIONS OF SCALE IN LANDSCAPE ANALYSIS

Fran Evanisk02

Abstract. -- Scale is a key concept in geographic
analysis. However, analysts often fail to ade-
quately consider the impact of scale when analyz-
ing geographic distributions and interactions.
Recently, geographic information systems (GIS) have
made complex geographic analysis over broad areas
feasible. Digital processing of spatial data has
made scale and resolution more important and dif-
ficult to deal with. This paper discusses the di-
mensions of both scale and resolution as they apply
to landscape analysis and attempts to show how they

are related.

INTRODUCTION

It is a fact that geographic investigations can
give significantly different representations of
spatial patterns depending on the scale of analy-
sis. Increasingly, forest managers are expected to
assess the implications of management alternatives
and activities beyond the site, to consider broader
landscape impacts. This necessitates sampling and
using remote means of gathering information that
result in maps. This is problematic, particularly
when variables such as the sizes, shapes, and spa-
tial arrangement of natural land units are impor-
tant to consider.

Maps can be valuable tools for helping to under-
stand the world, but maps are also notorious for
their propensity to mislead. Maps are models, and
as such, they are simplified abstractions of the
reality. Analysts share the responsibility to en-
sure that geographic information used in decision
making are instructive generalizations rather than
misrepresentations.

lPresented at the 1991 Systems Analysis in
Forest Resources Symposium, March 3-7, Charleston,
SC, March 3-7, 1991.
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Geographer
Klamath National Forest
USDA-Forest Service
1312 Fairlane Rd
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The thesis behind this discussion is that many
of the difficulties encountered in geographic anal-
ysis are, in some way, related to scale. Thus a
proper consideration of scale may lead to more use-
ful databases, more efficient analyses, and may
provide a more credible basis for decision making.
My purpose here is to discuss the various meanings
of scale, illustrate some examples of scale prob-
lems in databases, briefly review some current lit-
erature that discusses the importance scale in
landscape analysis, and make some recommendations.

Scale is a familiar and apparently simple con-
cept, however, that it is often misunderstood, or
only partly understood. It is surprising how often
people confuse the terms large-scale-map and small-
scale-map. Other indications that scale is not
properly understood include: investments in costly
large scale aerial photography projects when much
less costly, high altitude photos provide the same
information value, combining data of varying or
unknown resolution without considering the conse-
quences, justifying the use if of photographically
enlarged maps by need of greater accuracy (I have
seen 1:62500 maps blown up to 1:8000), the idea
that for general planning, accuracy is not as im-
portant (confusing accuracy and precision), and
failure to distinguish between spatial scale and
categorical scale.

A dangerous misconception in the digital era is
the idea that scale is now of lesser importance
than it used to be since data can be easily re-
scaled. However, just the opposite is true, be-
cause it is now easy to integrate data that should
not be integrated, and it is more difficult to tell
by visual inspection when maps have been rescaled.

Scale is important because it has implications

for cost, the kinds of analysis that are appro-
priate, and the reliability of estimates.
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SCALE AND RESOLUTION

Etymology

Scale is a complex concept having many mean-
ings. The Oxford English Dictionary includes ten
separate entries for scale, with no less than 50
variations, most having nothing to do with mapping
or analysis. However all of these various meanings
derive from two apparently disparate sources. One,
from 0ld Norse "Scfl", refers to a shell, husk, or
drinking cup, and hence the notion of weighing
scales. The second, from Latin, "sc#la", means to
climb and thus the notion of a graduated succession
or progression. In the realm of geographic anal-
ysis both of these apply.

Resolution is also a complex concept. It comes
from Latin "resolvo", meaning to loosen or dis-
solve. It is interesting that "resolvo" is synony-
mous to the German "analyse" which also means to
loosen or dissolve.

How is it that the ideas of scale and resolution
are so intimately related? I think it's because
resolving patterns so often involves manipulating
scale. What differentiates concrete reality form
abstract representations or images is, that, as one
moves closer to real objects, increasing levels of
detail are revealed, limited only by the acuity of
senses or the precision of instruments. On the
other hand, in viewing a human representation of
objects, realness quickly vanishes as soon as one
exceeds the limits of scale, and no more detail is
revealed. Consider, for example an ultra-realistic
painting. We may be astonished by its realness
from a certain distance but, as we move closer, we
may also be surprised at how little the faces looks
like a real faces or at how little the grass looks
like real grass. We have moved too close to the
painting, and have exceeded the limits of its
scale. In geographic analysis, it is vital not to
confuse concrete reality with abstract represen-
tations of it, and not to exceed the limits of
scale.

Meanings of Scale

In the context of geographic information, scale has
six meanings.
1. map scale
2. positional accuracy
3. level in a categorical hierarchy
(specific --> general)
4. position along a systematic spectrum
(simple --> complex)
5. measurement scale
(computationally impotent -->
computationally potent)
6. level in a spatial hierarchy
(small area --> large area)

Map Scale

The representative fraction is a commonly used
expression of map scale. It can be stated as a
fraction (1/24,000), as a ratio (1:24,000), or it
is may be converted to an equivalence (1 inch to
2000 feet). Map scale has come to imply a posi-
tional accuracy. For example, National Map Ac-
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curacy Standards require 90% of well defined points
to be located within 0.02 inches of their true lo-
cation at 1:24,000 scale.

However, map scale alone is not a reliable indi-
cator of positional accuracy or of map resolution.
Natural resource data are often transferred from
source materials to base maps using questionable
transfer techniques, such as ocular transfer (eye-
ball mapping) or monoscopic or stereoscopic trans-
fer scopes which are known to be unreliable and
provide no information regarding positional
accuracy.

Furthermore, the scale of a base map may be less
important to map resolution than other factors such
as interpreter bias or mapping methods. For ex-
ample, maps of geologic regimes or vegetation types
often show considerable variation in map unit size
even though they are depicted at the same scale and
use the same classification system. Positional ac-
curacy and map resolution cannot be inferred from
the scale of the base map on which they are
depicted.

Positional Accuracy

The scale at which cartographic products meet
accuracy standards is often taken as a represen-
tation of scale. There is no generally accepted
positional accuracy standard for natural resource
mapping, and acceptable levels of error may vary by
application. Recognizing that positional accuracy
requirements vary according to application, the
American Society of Civil Engineers and the
American Society of Photogrammetry are recommending
the use of statistical expressions of positional
accuracy (Veregin, 1989). Since most broad based
resource inventories and analyses are based on
1:24,000 mapping, positional accuracy for planning
and analysis is often limited by standards for
1:24,000 maps. However, direct entry of spatial
data, allows data to be stored as precisely as they
are measured, eliminating the need to degrade them
to the level of a less precise base map. For dis-
play purposes, data may be later manipulated to
conform to a base map.

Level in a Categorical Hierarchy

Scale is often used in reference to a level in a
categorical hierarchy. For instance biologists may
study organisms at the species level or at more
general levels of genus, or family. Similarly
soils may be mapped at the scale of the soils ser-
ies or at the scale of soil order. In this case,
scale refers to a position along a continuum be-
tween specific and general.

Position Along a Systematic Spectrum

Scale is also used in reference to position
along a systematic spectrum. In ecology, for
example, studies may relate to individuals,
populations, communities, or ecosystems (Odum,
1971). Generally this spectrum represents a
progression from lesser to greater complexity.




Measurement Scale

There is a hierarchy of measurement scales based
on their power in quantitative analysis:
1. nominal
2. ordinal
3. interval
4. ratio

Measurement scale is a limiting factor in deter-
mining the kinds of analysis methods and models
that may be legitimately applied to data sets.
There are well defined rules dictating what kinds
of operations are allowable for nominal, ordinal,
interval, and ratio data. It is always possible to
move backwards along this scale (e.g. one can de-
rive ordinal groupings from interval or ratio data,
but it is not possible to derive interval data from
ordinal groupings). Use errors often arise from
using operations on data types which do not support
them.

Level in a Spatial Hierarchy

Finally, the word scale is often used in refer-
ence to the spatial extent of a study. Generally a
small scale study is one confined to a small area
(site specific) while large scale studies are ex-
tensive (covering broad geographic areas). Usual-
ly, as the spatial scale of a study increases, map
scale (for practical reasons) decreases, and so
does categorical scale.

There is often an implicit assumption that these
various dimensions of scale (particularly categor-
ical, systematic, and spatial) vary together in
well ordered ways. However, this is not generally
the case, and it is important to keep these ideas
distinct. It is also important to keep clear the
distinction between the scale of concrete natural
variation, the scale of conceptual models, and the
scale of data.

Meanings of Resolution

Resolution refers, in some way, to the level of
detail inherent in a data set. Resoclution has four
meaning relevant to geographic information:

1. categorical resolution (number of classes)

2. sensitivity (minimum discernible difference)

3. temporal resolution

4. spatial resolution

Categorical Resolution

Categorical resolution simply refers to the
number of categories in a classification system.

Sensitivity

Sensitivity refers to the minimum discernible
difference. For example, it may be the minimum
increment of measure of a vernier, or in the case
of digital scanner systems, the number of discrete
grey levels for a data channel. It also may refer
to how fine measurements or interpretations need do
be to distinguish between classes. Usually, some
categories in a classification system are easy to
distinguish between and others difficult. For ex-

ample, it may be easy to distinguish between clas-
ses which have drastic differences in vegetation
amount while it is more difficult to distinguish
between categories with similar vegetation amount
but different structural characteristics. The sen-
sitivity required to distinguish between classes is
also effected by contextual considerations, for ex-
ample the degree of contrast between an object and
the objects or background that surround it.

Temporal -Resolution

Temporal resolution refers to the time frame
over which successive measurements are taken.
Temporal resolution is important to consider when
inventorying and monitoring dynamic systems, par-
ticularly when it is necessary to integrate data
collected over long time periods.

Spatial Resolution

Spatial resolution refers to the smallest dis-
cernible spatial unit. For photographic systems
(film/camera combinations) , the spatial resolution
is usually expressed as the maximum number of line
pairs per unit of distance that can be clearly de-
tected on a photographic product. For digital im-
agery, spatial resolution is usually expressed as
pixel size. For field surveys the spatial resolu-
tion may be expressed as the typical intersite dis-
tance or sample density.

It is important not tec confuse the spatial reso-
lution of source imagery with the spatial resolu-
tion of a map. Human interpreters, for instance,
integrate and generalize information from aerial
photographs in complex and unpredictable ways, and
map resolution, where human interpretation is in-
volved, is more a function of subjective factors
than it is a function of image resolution. When
objective methods are used for mapping (e.g. digi-
tal image processing), map resolution can vary
greatly depending on the algorithms used.

It is also important not to confuse the spatial
resolution of a map with the minimum mapping unit.
Often, in land inventories, land units below a cer-
tain size are not recorded or are summarily deleted
from the database because they are considered in-
consequential to the purpose of the survey, this
limit is the minimum mapping unit. To say that the
minimum mapping unit is five acres means that land
units less than five acres are mot recorded and
does not imply that the map has a spatial resolu-
tion of five acres. In fact, when mapping is ac-
complished by aerial photo interpretation map
resolution is difficult to determine, and resolu-
tion is likely to vary considerably between dif-
ferent categories on the map and between different
interpreters.

These many aspects of scale and resolution are
related in complex ways. As digital processing of
geographic data becomes more prevalent, these rela-
tionships are becoming weaker. In analog photo-
grammetry, there are fairly standard relationships
between image scale, mapping scale, and positional
accuracy. In digital photogrammetry and remote
sensing, these fixed relationships no longer apply.
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Usually there are trade-offs between different
kinds of resolution. For example in order to in-
crease temporal resolution (acquire imagery more
often) it is usually necessary, for economic rea-
sons, to accept lower spatial resolution (fly at a
higher elevation), or superior spatial resolution
of panchromatic film may be sacrifices to gain
spectral sensitivity in the infrared range for
certain kinds of vegetation analysis.

SOME EXAMPLES OF SCALE AND RESOLUTION PROBLEMS

Distributions based on samples are always sus-
pect, since patterns are often artifacts of the
density and spatial distribution of the samples,
spatially correlated errors, or analytic techniques
grounded in assumptions that don't apply. When an-
alyzing spatial distributions on maps, the sampled
nature of the data is often ignored, not well un-
derstood, or goes entirely unacknowledged. Geo-
graphers often differentiate between three kinds of
distributions: random, clustered and dispersed.
Spatial distributions are assumed to result from
spatial processes.

Figure la illustrates a random point pattern,
while Figure 1lb illustrates a clustered pattern.
The clusters however, are dispersed and the points
within the clusters are also dispersed. It would
be dangerous to consider these patterns as result-
ing from a natural spatial process without knowing
the characteristics of the data source. As it
turns out these patterns are the result of a
sample. Figures 2a and 2b illustrate the sampling
designs for Figures la and 1lb respectively, and
Figure 3 illustrates the population from which both
samples were drawn. The patterns on Figures la and
1b reslult from the relationship between the den-
sity and distrubution of the point samples and the
points in the population. This of course is a con-
trived situation intended only to illustrate that
one cannot assume that patterns on maps are reflec-
tive of underlying spatial processes without know-
ing a lot about the characteristics of the data
sources and the mapping methods.
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Figure 1: Point Patterns
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Figure 2: Sample Design for Point Patterns
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Figure 3: Population for Point Patterns

Figures 4 - 7 show similarly deceptive examples
of spatial patterns from real spatial databases.
Figure 4 is a portion of a vegetation stand map.
There is no reason to believe that the noticably
larger map units on the northern third of the map
are reflective of different ecological conditions
from the southern portion. The difference in the
map unit sizes are likely the result of different
interpreters. Figure 5 illustrates the common
problem of striping found in digital elevation
models (See Veregin, 1989 for an explanation).
Figure 6 and 7 show slope maps for a 7.5 minute
quadrangle in northern California. Figure 6 re-
sults from manual interpretation of a 40 ft. con-
tour interval map while Figure 7 was computed from
a 30 meter digital elevation model. The slope
classes on both maps are the same but the spatial
resolution is considerable different.

These figures illustrate that factors having noth-
ing to do with ecology can have a substantial im-
pact on map patterns. The problem is compounded
when several layers of data are integrated to pro-
duce a composite.




LITERATURE DISCUSSION
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There is a large amount of literature relevant
to issues of scale in landscape analysis. I would
like to briefly discuss several works that repre-
sent the gamut of discussion of scale and resolu-
tion in the literature I am familiar with.
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The Geometry of Nature
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Mandelbrot's exposition of fractal geometry, if
it does not provide ultimate solutions, sets the
tone for future analysis of natural systems.
Mandelbrot (1982) claims that compared with stan-
dard geometry, nature exhibits not simply a higher
n degree but an altogether different level of com-

s
8
0
7

3
1

/| i1l
NI A T e i T
NN

n,'l."#i.:::::;'.,:;?;’,".,':\‘\‘u,’,’.’f:’ig"é:jfjfj,ift:’fffﬁ;;g:: (] plexity. Measures such as as length and area of
N natural patterns often vary drastically with
,"::f:q}:}}:;::};ﬁfiigfﬁ;,’fﬁfifn‘f{:’f:m::f':: ! scale. But there is often a range of scales over
ll,':o.'n;:.'.'.g:::‘,:;;u':::;;’;;;f:;‘:if:::-;::;,.‘:::1;;.'.: ty which a natural pattern will exhibit a constant
(11 ""'ﬂl.\\‘#", .""5;;:::’!’ HiL HIH :

' =

l'.,',',nmm. S degree of irregularity or roughness, the measure of

<
2

7
S S A A A

T
-

T W W Y W W .

Mandelbrot reminds us that nature does exist
apart from Man, and anyone who gives too much
weight to any particular scale of measurement, lets
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H1 5 the study of nature be dominated by man, either
H] ;} H through his typical yardstick size or his highly
:h s H variable technical reach (Mandlebrot, 1982). For
. some elements of geometry, looking for a charac-
ping teristic scale becomes a distraction (Gleick,

1987).

Fractal theory emphasizes the fact that the
scales at which natural entities exist and pro-
cesses operate is for practical purposes infinite.
Certain geometric measurements such as boundary
length, patch size, and perimeter to area ratios
are highly variable across scales and are thus
suspect as indicators of complexity or fragmen-
tation. Uncertainty regarding such measures cannot
be legislated away (Mandelbrot, 1982). Therefore,
it is best, when possible, to use variables and
analysis methods that are invariant within a rele-
vant range of scales, or, when scale dependent
measures are used, to seek relationships between
the complexity of patterns at relevant scales.

g . .: A X N The degree to which fractal geometry can be in-
. corporated into predictive models of natural pro-

Figure 6: Slopes Interpreted From a Map cesses is not yet known. However, it is evident

that the concerns regarding the stability and

e ! meaningfulness of certain elements of geometry to

Z1 \\\\\\\“\\1\\ v natural distributions are valid and cannot be

ignored.
Scale Dependence of Vegetation Assemblages
John Matthews (1979), illustrates the effects of

NS categorical resolution, spatial resolution, and an-
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Since his method is important to the point of
igure 7: Slopes Computed From DEM- this discussion, I will describe it briefly. The
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size of the study area was about .6 sq. miles (1.5
sq. km). The sample was spatially stratified by
imposing a 7 x 13 grid over an aerial photo of the
study area and selecting eight points randomly
within each grid cell. At each of the sample site
a 16 square meter quadrant was subdivided into 1
meter quadrants. This allowed analysis to be ac-
complished at 1, 4, 9, and 16 meter spatial reso-
lution. The field inventory noted the presence or
absence of some 45 plant species within each 20 x
20 centimeter subdivision of each 1 meter grid
cell. This design results in a sample size of
291,200, 20-centimeter inventory cells (Matthews,
1979a).

The analytical strategy was to simplify the
structure by employing several different classi-
fication techniques. The analysis tested the sen-
sitivity of resulting vegetation assemblages to
three classification techniques, four spatial reso-
lutions and four assemblage resolutions. Matthews
analyzed all permutations of the four spatial reso-
lutions, four assemblage resolutions and three
classification techniques.

Matthews concluded that contiguity of spatial
patterns is a function of spatial and categorical
resolution and procedures used. In more complex
vegetation the problem can only be multiplied. He
raises the question as to whether discrete types
exist as natural groupings. He points out that
sampling design may not catch certain patterns due
to spatial autocorrelation in the distribution,
i.e. riparian zones. Matthews suggests that sub-
stantial insights about the relative importance of
ecological variables in defining vegetation pat-
terns have been obtained by carrying out analysis
at different levels of resolution and comparing re-
sults. He cautions that there is nothing to prevent
classification in a continuum, but if the types
produced by classification are no more than an ar-
bitrary dissection of the data, then the data have
been forced into a straight jacket which may dis-
tort reality and restrict hypothesis.

Matthews feels that ecological system method-
ology is one step closer to the recognition of the
complexity of relationships in the real-world vege-
tation landscape. However this methodology, by em-
phasizing environmental relationships, generally
neglects spatial and temporal relationships.

With respect to this discussion Matthews' work
is important because it makes clear the distinction
between the effects of categorical aggregation and
spatial aggregation. They are different proces-
ses. This analysis is bases solely on field sampl-
ing and does not rely on remote sensing data,
illustrating that the problems associated with
mapping and analyzing community patterns are not
necessarily alleviated by field mapping. When re-
mote sensing is used, the problems are compounded
since we then need worry not only about the scale
of natural patterns but also about the resolution
of the remote sensing data and how the two relate.

The Problem for Remote Sensing

Since 1986, Alan Strahler, Curtis Woodcock,
David Jupp, and James Smith have collaborated on a
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series of papers which consider the relationship
between landscape complexity, resolution of remote
sensing data, and image analysis. Some of the pa-
pers in this series include On the nature of models
in remote sensing (Strahler, Woodcock, Smith,
1986), The factor of scale in remote sensing
(Wookcock, 1987), and several papers discussing re-
gionalized variables, regularization and the use of
variograms in remote sensing (Jupp and Strahler,
1988, Woodcock, Strahler and Jupp, 1988a-b). 1In
these papers, concerns similar to Matthews' are
extended to the remote sensing problem. The re-
mote sensing problem is to infer order in the pro-
perties and distribution of matter and energy in a
scene by analyzing an image. A scene, is the spa-
tial and temporal distribution of matter and energy
fluxes in the environment, and an image is a set of
sensor measurements (Strahler, Woodcock, Smith,
1986) .

On the nature of models in remote sensing pro-
vides a taxonomy of models used in remote sensing.
The authors distinguish two types of scene models:
discrete and continuous. Discrete scene models
assume that there are discontinuities where pro-
perties change abruptly. The scene is composed of
distinct elements. With continuous models, changes
in matter are taken to be everywhere continuous.
The scene is taken to be a differentiable curved
surface.

This dichotomy is reminiscent of the dichotomy
between the wave and particle theories of light.
The question as to which one is true is answered
relative to practical considerations. In forestry
discrete scene models predominate, for example the
landscape mosaic.

The authors suggest a further dichotomy of scene
based on the size of the scene elements and the
resolution cell of the sensor: H-resolution models
where scene elements are several times larger than
image resolution cells and L-resolution models
where scene elements are several times smaller than
image resolution cells. It is difficult to charac-
terize models when element size and cell size are
similar. This paper suggests that we need to pay
closer attention to the relationship between the
size of scene elements and the spatial resolution
of the sensor. Effective ecological modeling may
require formulation of models specific to the size
of elements and resolution cells.

In the factor of scale in Remote Sensing,
Woodcock and Strahler suggest that selection of
appropriate resolution is a complex problem, since
it is dependent on the type of environment, the
kinds of information required, and the analytic
methods employed. They propose that graphs of
local variance as a function of their spatial reso-
lution are helpful in determining appropriate ana-
lytic methods for available sensor data in various
environmental settings. Some authors have demon-
strated that classification accuracy often
decreases as spatial resolution increases, attri-
buting the loss of accuracy to increased local
variability which they call "noise" (Toll, 1985).
Woodcock and Strahler point out that this varia-
bility is not "noise" but is rather information
about the scene structure. They attribute the loss




f accuracy to inappropriate methods rather than to
ncreased resolution.

For example, in agricultural settings, local
ariance at 30 meters is low, indicating that spec-
ral classifiers which assume a high degree of spa-
ial autocorrelation may be appropriate. Whereas
n forested settings, local variance is high at 30
eters, suggesting that spectral classifiers may
ot be appropriate.

Woodcock and Strahler recommend that texture
easures be used in conjunction with spectra data
here local variance is high. Use of texture im-
1lies that scene elements are not spatially homo-
eneous at the resolution of the image cells.

In several papers, Strahler, Wookcock and Jupp
liscuss regionalized variables, regularization (the
ffects of generalization) and the use of vario-
rams as a means of inferring the size and distri-
ution of scene elements from images. They point
ut that while use of digital remote sensing tech-
iiques has increased the use of information from
he spectral domain, there has been a reduction in
he use of information from the spatial domain.
‘hese investigators are attempting to develop meth-
ds for making better use of texture and context in
mage analysis. Strahler and Woodcock have been
leveloping invertable canopy models which employ
egionalization procedures as opposed to conven-
ional supervised and unsupervised classification
yrocedures.

In the context of this discussion, the important
oints of these papers are that remote sensing mod-
1s should consider the relationship between the
size of scene elements of interest and the reso-
ution of the image, and in areas where local
rariability is height at the image resolution, ana-
yses which incorporate textural information may be
1ore appropriate than purely spectral classifiers.

lcological Subdivision of Land

Bailey (1988) states that we are motivated to
livide the landscape into component ecosystems by
:fforts to model the behavior of ecosystems under
lifferent management scenerios. This point of view
issumes that there are ecosystem types that will
‘espond similarly to similar management activities,
‘hat ecosystems are nested spatially, and that eco-
ogical types can be reliably mapped.

Bailey suggests that in nature, there are vari-
us spatial scales at which ecological process
perate. At any spatial scale, factors that con-
rol climate (i.e. energy and moisture distribu-
ions), are most important in controlling
cosystems, i.e the volume, diversity, and struc-
ure of life forms. This contention seems to be
orn out in the ecology and biogeography litera-
ure, (Odum, 1971, Brown and Gibson, 1983). The
mplication for landscape stratification is that
tratifications should be based on the factors that
re the most important climatic controllers at the
cale of the analysis.

Bailey identifies three scales at which envi-
mmental processes operate: the macroscale, the

mesoscale and the microscale. The macroscale re-
fers to the global level. At this level the
dominant controlling factors are latitude and con-
tinental position. The mesoscale refers to the
physiographic regional level at this scale major
landforms and elevational differences are dominant
factors. At the microscale, the local level, fac-
tors controlling moisture availabilty, e.g. edaphic
factors 'and local topography, become increasingly
important. It is important to note, however, that
even in his small study area, Matthews found that
the importance of ecological factors varied depend-
ing on the scale at which he analyzed his data.

These works are important in that they point out
that different variables are important at different
scales of analysis. Bailey, however, does not dis-
cuss in detail how to determine the sampling reso-
lution required to adequately delineate ecological
type boundaries at these ecological scales.

Frank Davis and Jeff Dozier used a mutual in-
formation analysis technique to develop an eco-
logical land stratification for an area near Santa
Barbara California. The method was first described
by Phipps (1981) in a paper titled Entropy and Com-
munity Pattern analysis. The procedure is well
suited to the kind of landscape stratification
recommended by Bailey. The model is appropriate
for use with nominal data (which we are often
obliged to rely on) and provides a systematic
method for determining which maps of ecological
factors provide the best predictive value in re-
lation to a variable of interest, in this case
community types.

The method analyzes the interaction between a
dependent variable and ecological factors by way of
contingency tables. The model sees a pattern as a
system whose freedom to take any particular state
from among a possible set of states is constrained
by ecological factors. The procedure seeks to re-
duce the entropy in the community pattern by a neg-
entropy provided by the maps. Since all variables
are treated as nominal variables, quantitative
variables must be converted to binary maps thus
giving up some information. But this seems better
than creating artifacts by treating nominal vari-
ables as quantitative variables. The procedure has
an advantage over multiple regression models in
that it operates without any restrictions on data
structure and distributions and is consequently
well suited to spatial modeling (Phipps, 1981).

Mutual information analysis is a means of ex-
trapolating from areas where intensive ecological
inventories to areas where only extensive data area
available. It may provide a way to construct bet-
ter ecological models for forest analysis relying
on digital remote sensing, and may provide a needed
link between broad area inventories and detailed
ecological surveys.

RECOMMENDATIONS

Landscape analysis requires a multi-stage ap-
proach. Proposed strategies suggest stratifying
the landscape at several categorical and spatial
scales. Since it will not likely be possible to
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accomplish and maintain intensive ecological field
surveys everywhere. Landscape analysis will re-
quire effective methods for extrapolating from
areas where there are intensive surveys to broader
regions. This will require coordinating multi-
stage surveys.

When constructing spatial databases, be aware of
the typical sizes of objects that need to be co-
registered and use transfer methods that can pro-
duce the required accuracy and report on the
magnitude and distribution of positional errors.
Pay more attention to variability introduced by
subjective factors and ensure that interpretations
are sufficiently repeatable. If they are not, find
out why.

Use analysis methods that incorporate infor-
mation about uncertainty. For example, in the case
of classification error, a vector for a map class
from a confusion matrix can be used as a proba-
bility vector for the map class in a stochastic
model. Map residuals from all analyses and attempt
to explain spatial dependence in error distribu-
tions. Keep clear the distinction between statis-
tical significance and operational significance.
Confidence intervals have no meaning in the absence
of knowledge regarding tolerances.

Know the underlying assumptions of the models
being used. In geographic analysis, be wary of
assumptions of: normality, independence between
variables, homogeneity and random spatial distri-
butions. Use models that are logically consistent
with the most limiting measurement scale of the
data, and convert all variables to the most limit-
ing measurement scale.

Recognize that different variables are important
at different scales and at different places.
Specific models should be used only at the scales
and at the places for which they were developed and
tested. Don't include variables unless it can be
demonstrated that they make a significant contri-
bution to the analysis.

Move away from attempting to characterize clas-
ses toward characterizing places. Predictive
models require location specific values. When
feasible, replace procedures that lump with
procedures that interpolate (Burrough, 1989).

Most importantly, keep clear the distinction
between objective reality and abstract representa-
tions. Are ecosystems natural beings or human
constructs? On one hand we speak of them as living
beings and on the otherhand we talk about defining
them in terms of management objectives. Since the
amount of sampling, and the nature of analyses are
limited by economic constraints, often landscape
patterns, as depicted on maps, may more a be a re-
flection of economics than of ecology.
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TI ANALYZER: A PROCEDURE FOR MANAGI%g;AND
PROCESSING TREE IMPROVEMENT DATA~
3/

and Gerald C. Franc+®
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Data management and analysis for the Northern
Region's tree improvement program is provided by a
comprehensive, user-friendly software program

called TI Analyzer. TI Analyzer provides a variety of
services and outputs including data transfer, error
checking, merging and appending, reformating,
statistical analyses, estimates of heritability and
gain, and computer-generated field maps.

The Northern Region of the U.S. Forest Service Experiment Station. The selection and collection

includes the National Forests and Grasslands of
northern Idaho, Montana and western North and
South Dakota. The commercial harvest of timber
within the region is of relatively high importance
especially on the more productive Forests in Idaho
and Montana west of the Continental Divide. The
National Forest Management Act requires that
harvested stands be regenerated within a period of
5 years. Good silviculture and economics further
dictate that, when non-stocked stands are to be
planted, whether they were created by timber sales
or by fire or some other natural catastrophy, they
be considered for planting with material of known
genetic worth, selectively bred for good growth
and adaptation to the site.

Selective breeding programs are currently under
way for six conifer tree species in the Northern
Region. The species are western white pine,
ponderosa pine, Douglas-fir, western larch,
lodgepole pine and grand fir. Three more species,
Engelmann spruce, whitebark pine and Pacific yew
may be added to the program in the near future.

Overall direction, planning and data analysis for
the Northern Region's tree breeding program is
provided by a small staff of professional and
technical specialists with technical guidance and
basic genecology data provided by the Silviculture
and Genetics Project of the Intermountain
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Analysis in Forest Resources, Charleston, SC,
March 3-7, 1991.

.

2/ John W. Armstrong, Computer Programmer
Analyst, USDA-Forest Service, 1221 South Main St.
Moscow, ID 83843

3/ Gerald C. Franc, Selective Breeding
Specialist, USDA-Forest Service, 1221 South Main
St., Moscow, ID 83843

of wild-parent plus trees and the establishment,
maintenance and measurement of genetics tests are
done by the appropriate National Forest units.
All tree breeding activities are coordinated with
the Inland Empire Tree Improvement Cooperative.

Data from the genetics tests are collected on a,
more or less, regular schedule with some variation
between species programs. Measurements are taken
using electronic field recorders, eliminating the
need for subsequent keypunching and minimizing
costs and the added potential for keypunching
errors. National Forest units are interconneted
by an electronic mail system and data are
transfered to and from units electronically.

Some of the features of the Northern Region's tree
improvement program are:

1. In each species program, breeding is
carried out within biologically defined
breeding units. The breeding unit
boundaries represent the maximum distance
that local sources can be moved without
experiencing maladaption. Geographic
location and elevation account for a
great majority of the variation within a
species and this is reflected in the
breeding unit maps.

2. Progeny from wild-parent plus trees in
each individual breeding unit for each
species program are tested in short-term,
farm field type tests called "early
selection trials". These tests are
planted at close spacing on low
elevation, mild sites. They are
intensively managed to minimize
environmental stress and to maximize the
expression of growth. The final
measurements are usually taken at the end
of the fifth growing season.

89



3. While growth is the trait of interest in
early selection tests for all species,
white pine is also screened for
resistance to the fungus disease, white
pine blister rust, and Douglas-fir and
western larch are scored for cold
hardiness.

4, Data from the early selection trials are
used to identify superior genotypes for
both seed orchards and breeding
orchards. The Northern Region's breeding
programs call for "forward" selection in
which additicnal gain is achievied by
selecting best individuals in best
families and then using these individuals
or clones of these individuals in the
seed orchards and breeding orchards
rather than cloning material from the
wild parent tree.

5. Select materials from the early selection
trials are outplanted in long term
performance tests within the breeding
unit to evaluate fitness on natural
sites. These tests may be established
with half-sib seedlings from the same
family or with rooted cuttings from the
select trees themselves if an operational
rooting procedure is available.
Measurements from the long term
performance tests are used to "fine tune"
the seed orchards. The tests also serve
as a source of material for advanced
generation breeding.

The size of the Northern Region's program has made
it desirable to have a rather comprehensive
software program to manage the collection,
maintenance and analysis of the data generated.
Since such a software program is not available on
the open market, it has been necessary to develop
this program "in house". The program that
eventually evolved and is described in this paper
is called "TI Analyzer"

To meet the changing needs of the Northern
Region's breeding programs, TI Analyzer has been
modified and updated several times. In its
present form, TI Analyzer provides the following:

1. A means for downloading and uploading
datafiles to and from hand-held field
recorders and the mini-computer system in
use in the Region.

2. A means for using the mini-computer
system for electronically transfering
datafiles to and from the National Forest
units in the Region, and the Data
Manager.

3. A method of error checking datafiles
after they have been transfered.

b, A means for viewing and editing datafiles
by the data manager and by the National
Forest units under the guidance and
control of the Data Manager.
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5. A means for merging or appending
datafiles when the data to be analyzed is
coming from more than one test site, when
subsequent measurements are to be added
to existing data sets, or when situations
arise at the test sites that dictate the
need for opportunistic, non-scheduled
measurements.

6. A method for re-writing datafiles and
getting them into the proper format for
analysis.

7. A summary of each test, by replication,
in silvicultural terms, ie, survival,
damage, average height, etc.

8. A statistical analysis of the datafiles
that takes into consideration homogeneity
of the data, family imbalance,
differences in site, genetic variation,
least significant differences, etc.

9. A provision for the creation of
"temporary" data sets from the original
datafile that can be manipulated to
answer "what if" questions.

10. A series of reports that identify best
individuals in best families, using
conventional ANOVA procedures for
balanced data or Best Linear Prediction
for data with a significant amount of
imbalance, ranked from best to worst,
sorted by row and column and with
"wildcard" trees (outstanding individuals
in low ranking families) identified.

11. An estimate of heritability and gain for
the material in the program.

12. Computer generated plantation maps by
family, trait, or damage, with or without
elite trees highlighted, and with any
other enhancements needed by the
plantation managers.

Following is a detailing of most of the reports
generated:

ANAHOMOGEN - A homogeneity of variance table
which, along with the deviation tolerance (in
ANAPROF), is used as a basis to determine how to
adjust traits (usually heights): by regression or
by standard deviates.

ANAPROF - Family Profile Report, showing mean
family adjusted trait, overall and by rep, one
family per report line. At report end it shows
various totals: family count, number of unbalanced
families (any zero tree count in reps), under-
represented families (family tree count less than
5). Flags show where the maximum tree count per
rep is exceeded. Deviation tolerance is an
indicator of how close tree counts per family, per
rep have managed to stay to the original experi-
mental design intentions. It is the tree count
deviation from the largest tree count per family,
across the reps at a given site, and gives an idea
of family balance.




ANABESTN - Best n trees of top n¥% families.

Report headers are as follows: Family number,
family tree count, mean family trait (usually
height), percentile rank of the mean family trait,
and family percent damaged (disease or struc-
tural). The remaining headers across the page top
refer to the top ranking individual trees within
that family: Adjusted height, individual rank
(1..5), acutal height, previous height, rep, row,
column, tag status, and damage code or site name.

ANASKIPPED - A list of families skipped in
processing due to an insufficient total tree count
in the reps. Usually 4 or 5 is an acceptable min-
imum (prompted for).

ANA MR_OUT - Family Mean Ranking Report, showing
all families ranked on their mean trait.

ANAELITELIST - A list of elite trees for field use
in that they are sorted by rep, row and column, or
rep column and row - prompted for.

ANAWILDCD - Wildcard Trees Report, showing trees
from the original base dataset that are higher
(rating) than the average actual trait value of
trees in the Best n report, not in the Best n
report.

TI Analyzer is truly user-friendly and runnable by
the programmer and non-programmer alike. Data
managers, geneticists, foresters, statisticians,
or just about anyone associated with the tree
improvement program could use it. Getting the
data correctly put together for TI Analyzer
requires some basic computer skills; however,
there is a main menu option allowing a simplified,
automatic way to get data into "Analyzer" format.

As a package, in terms of commercial programs on
the open market, it's features include:

1. Menu driven screens.

2. Error trapping for:

- user responses.
- data content.

3. Independence from any other utility or
package (it is written in Fortran 77 and
operating system macros).

b, High speed data access via binary
searches on lists sorted by quicksort.

5. Maintainable and readable source code
via:

-Program prologues and line-by-line
comments.

-Self~-definitive datanames, using
the 32 character maximum length
allowable, when advantageous to do
SO.

-Program variables, datanames and
language commands differentiated via
upper and lower case, underscores,
etc.,

-Usage document, "analyzer.doc".

Currently, TI Analyzer runs only on Data General
equipment, but it is written in such a way that it
could be ported to DOS or Unix in a relatively
short period of time. It comprises 13 separate
gsource code files and 9 CLI Sort-Merge macros.

The use of trade or firm names in this publication
is for reader information and does not imply
endorsement by the U.S.Department of Agriculture
of any product or service.
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STOCHASTIC PRICE MODELS AND OPTIMAL HARVEST STRATEGIES
FOR LOBLOLLY PINE DEPEND ON MARKET EFFICIENCY !

Robert G. Haight and Thomas P. Holmes 2

Abstract.— The efficiency of southern pine stumpage markets depends on the
interval of price observation. Therefore, these markets provide an opportunity to
study the effects of market efficiency on stochastic price models and optimal
harvest strategies. This paper constructs time-series models for loblolly pine
sawtimber prices in the Piedmont region of North Carolina using quarterly and
monthly observations between 1977 and 1988. Optimal harvest strategies for a
single-rotation model are numerically estimated using dynamic programming. For
the quarterly interval (the efficient market), the price model is a random walk.
The optimal strategy is the same as that obtained with a deterministic price:
harvest when stumpage price is less than an age-dependent reservation price.
Significant losses may be incurred with a reservation price policy that times
harvests to periods when prices are high. The price model for the monthly interval
(the inefficient market) is a first-order, autoregressive process for price changes:
the predicted price change is inversely related to the past price change. The
optimal strategy is to harvest when stumpage price is greater than a reservation
price that depends on age and last month’s price. Gains in present value are made
by timing harvests to periods when prices are high. These results emphasize the
importance of the decision cycle and market efficiency when estimating price

models and optimal harvest strategies.

INTRODUCTION

Recognizing that stumpage prices fluctuate
considerably over time, several authors have
formulated timber harvesting problems that
incorporate stationary stochastic models of stumpage
prices. An implicit assumption with stationary price
models is that current and past stumpage prices may
be used to predict next period’s price change. This
information is exploited by determining adaptive
harvest strategies: timber harvests are timed using the

1Presented at the Symposium on Systems Analysis in
Forest Resources, Charleston, SC, March 3-7, 1991.

?The authors are research foresters with the Forest
Service, U.S. Department of Agriculture. Haight is with
the North Central Forest Experiment Station, 1992 Fol-
well Ave, St. Paul, MN 55108; Holmes is with the
Southeastern Forest Experiment Station, Box 12254,
Res. Tri. Park, NC 27709. The work was conducted
while Haight was a member of the Southeastern Forest
Experiment Station.
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simple rule of “cut only when prices are high.” For
even-age management, the stand is clearcut whenever
the observed stumpage price is greater than an
age-dependent reservation price (Norstrgm 1975,
Lohmander 1987, Brazee and Mendelsohn 1988). For
uneven-age management, harvesting takes place when
aggregate stand value is greater than a stand
reservation value, and harvest intensity increases with
increasing stand value (Kaya and Buongiorno 1987,
1989, Haight 1990). Such strategies provide
significantly higher returns than do cutting practices
that are not price-responsive and are based on average
prices alone.

The assumption that current and past prices may
be used to predict future price changes is not
consistent with the so-called efficient market
hypothesis. A necessary condition for an efficient
market is that all past information about asset price
cannot be used to produce a better estimate of the
future price than the capitalized current price
{Washburn and Binkley 1990, p. 403). While much




work has been conducted to test the efficiency of stock
markets (see LeRoy 1989 for review), little has been
done to test the efficiency of markets for capital assets
such as stumpage. In a pioneering study, Washburn
and Binkley (1990) examine the efficiency of loblolly
pine (Pinus taeda L.) sawtimber markets across the
southern United States. Their results depend on the
time period in which prices are observed: while the
markets are efficient for annual or quarterly price

observations, markets did not pass the efficiency test
using monthly price observations.

Market efficiency has an important implication for
optimal harvest strategies. When past prices cannot
be used to predict future price changes, there can be
no gain in value from using past price movements to
play the market in timing timber harvests (Washburn
and Binkley 1990, p. 403). Clarke and Reed (1989)
confirm this conjecture. They formulate harvesting as
a continuous~time, optimal-stopping problem for
diffusion processes. Prices are modeled as geometric
Brownian motion. The properties of the model are
consistent with an efficient market. When price is the
only stochastic variable, the optimal harvest strategy
for both single~ and infinite-rotation models is based
on a myopic-look-ahead rule: harvesting occurs when
asset value is greater than the expected present value
of the asset at an infinitesimal time later. ® Further,
this rule requires that the stand be harvested at a
fixed rotation age, independent of the current price. If
the price model is based on a logrithmic price
transformation, then optimal rotation age and present
value increase with increasing price variation. 4 With
untransformed prices, uncertainty has no influence on
optimum harvest age and present value. These results
agsume no fixed costs. Clarke and Reed conjecture
that fixed costs would require that the optimal cutting
rule depend on price and age.

Because the efficiency of southern pine stumpage
markets depends on the interval of price observation
(Washburn and Binkley 1990), these markets provide
an opportunity to study the effects of market efficiency
on stochastic price models and optimal harvest
strategies. In the first part of this paper we construct
time-series models for loblolly pine sawtimber in the
Piedmont region of North Carolina using quarterly
and monthly price observations between 1977 and
1988. In the second part, we numerically estimate
optimal harvest strategies.

3Routledge (1980) shows that this rule is optimal for
a discrete-time, infinite horizon harvest model in which
price is a Martingale.

4In fact, optimal rotation age and present value may
be computed with a deterministic model in which the
discount rate is reduced as a function of the price
variance.

The decision model is for a single rotation: the
problem is to choose the optimal clearcut strategy for
a mid-rotation stand that maximizes its expected
present value. Revenue includes the value of harvested
trees and the value of bare land, which is constant and
independent of stumpage price and time. This
single-rotation formulation is appropriate for a
landowner who plans to sell the bare land for a known
price and is faced with the problem of timing the
clearcut. The model may also be appropriate for a
timber manager who computes an expected present
value for an infinite series of plantations (bare land
value) that is independent of changes in stumpage
price in the short term (less than, say, 5 years). The
expected value of bare land is based on a long term
(greater than 20 years) price forecast that is
independent of monthly or quarterly price changes.

The results show that price models and optimal
harvest strategies depend on market efficiency.
Because the revenue equation includes a fixed,
bare-land value, the optimal strategies are
price-dependent; the form of the price dependence
depends on the form of the price model. Using these
price models and their associated harvest policies as
baselines, the costs of suboptimal harvest strategies
are estimated.

STUMPAGE PRICE MODELS

Time-series model of stumpage prices are
developed using real loblolly pine sawtimber prices
(8(1988)/Mbf, International) for the Piedmont region
of North Carolina as reported in Timbermart South.
Models are developed for quarterly and monthly time
intervals. Price observations are available in monthly
intervals between January 1977 and March 1988, A
quarterly series of observations is obtained by
aggregating the data.

Each time-series model is constructed under the
assumption that the observed series of market prices
m(t), t =0,...,T, is generated by a stochastic
process. The model describes the characteristics of the
observed series’ randomness in a manner that is useful
for forecasting. Three steps are involved in contructing
a model: identification of model form, estimation of
model parameters, and examination of the random
errors of the estimated model.

The model form is identified by determining
whether or not the underlying stochastic process is
stationary (i.e., the mean, variance, and covariance of
the process are constant over time). If the process is
stationary, it can be modeled as an equation with fixed
coeflicients that can be estimated from the past data.
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If the data is not generated with a stationary
stochastic process, the differenced price series

Am(t) = m(t) — m(t — 1), t =1,...,T may have the
desired properties.

The autocorrelation function for the observed time
series is used to determine whether or not its
underlying stochastic process is stationary. The
autocorrelation function describes the amount of
correlation between data points that are separated by
a fixed number of time periods (lags). The
autocorrelation function for a stationary series
decreases rapidly as the number of lags increases.
Conversely, the autocorrelation function for a
non-stationary series does not decrease as the number
of lags increases.

Plots of the autocorrelation functions for both the
quarterly and monthly data indicate that neither series
is generated with a stationary process. Both series are
differenced once to obtain series that are generated
with stationary processes. Therefore, autoregressive
models of the following general form are identified for
each series of price differences:

Am(t) = 1 Am(t—1)+...+6,Am(t—p)+a+e(t) (1)

where o and 6;, j = 1,...,p, are the parameters to be
estimated. The order of the autoregressive model is p,
which refers to the number of lagged price changes
that are used to estimate the current price change.
The random component &(t) is assumed to be white
noise: ¢(t) is normally distributed with zero mean and
standard deviation o, and Efe(t)e(s)] = 0 for ¢ # s.

The order of the autoregressive model is
determined using the partial autocorrelation function,
which measures the correlation between observations
at succeeding lags after the correlation at intermediate
lags has been controlled. If the order of a process is p,
the autocorrelation for all lags greater than p should
be approximately zero. The partial autocorrelation
function for the differenced quarterly data reveals no
significant partial autocorrelation coefficients at any
lags past lag zero (i.e., p = 0). The function for the
differenced monthly data reveals a significant partial
autocorrelation coefficient at the first lag only (i.e.,

p=1).

Quarterly Price Model

Because the partial autocorrelation function
suggests no lags in the process describing the quarterly
price differences, the tentative model is

Am(t) = a +&(t). (2)
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The parameter estimate for this model is
& = 0.04 with f-statistic = 0.02.

Because & is not significantly different than zero at the
0.05 level, it may be dropped from the equation
without loss of precision. The standard deviation o of
the error term is 10.81.

The Box-Pierce Q-statistic is used to test the null
hypothesis that the autocorrelation function for model
errors is not different than a white noise
autocorrelation function. The Q-statistic for the
model errors is not significant at any lags indicating
that the errors are white noise. Therefore, we conclude
that the quarterly price differences are generated by an
autoregressive process with zero lags.

Since Am(t) = m(t) — m(t — 1), the stationary
model for price differences (equation 2) may be
tranformed into a non-stationary, random walk model
for prices:

m(t) =m(t - 1)+ a +e(t) (3)

where « is the drift parameter., When a = 0, the price
trend is horizontal.

The random walk model has implications for price
forecasting (see, for example, Pindyck and Rubinfeld
1981). A forecast one period beyond period T depends
only on the observed price in period T and the drift
parameter:

AT +1) = E[m(T +1) | m(T),m(T -1),...,m(0)]

= m(T) +a. 4)

Likewise, the k—period forecast depends only on the
current price: (T + k) = m(T) + ak. This property
is consistent with a necessary condition for an efficient
market: all past information about stumpage price
cannot be used to produce a better estimate of the
future price than the capitalized current price.
Further, there can be no gain in value from using past
price movements to play the market in timing timber
harvests.

Monthly Price Model

Because the partial autocorrelation function for the
monthly price differences suggests one lag, the
tentative model is

Am(t) = 0Am(t — 1) + a +&(t). (5)
The parameter estimates for this model are

= —0.03 with t-statistic = —0.04, and
—0.30 with f-statistic = —3.58.
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Because & is not significantly different than zero at the
0.05 level, it may be dropped from the equation. 6 is
significantly different than zero, and its value lies
within the bounds of stationarity. The standard
deviation ¢ of the error term is 11.81. The Q-statistic
for the errors is not significant at any lags indicating
that they are white noise. Therefore, we conclude that
the model for monthly price changes is first—order
autoregressive.

Since Am(t) = m(t) — m(t — 1), equation (5) may
be tranformed into a non-stationary model for prices:

m(t) = (1+ )m(t —1) — Om(t —2) +a+e(t) (6)

where « is the drift parameter. When a = 0, the price
trend is horizontal.

Using 5‘, a forecast one period beyond period T is:
(T + 1) = 0.70m(T) + 0.30m(T — 1). (7

Equation (7) says that, when the current price is less
(more) than the previous period’s price, the price
forecast is greater (less) than the current price. In
other words, the forecast price change is inversly
related to the price change in the previous period.
Because the current and past price are used to predict
the future price, the forecasting model is not
consistent with the necessary condition for an efficient
market. Further, the predictive power of past prices
may be used to construct adaptive harvest policies
that time timber harvests to periods of high prices and
increase expected returns.

DYNAMIC PROGRAMMING FORMULATION

Similar to Norstrgm (1975), the dynamic
programming model described below assumes that the
stochastic price forecast depends only on the current
price. Thus, the formulation is used with the random
walk model for quarterly price changes (equation 3).
The formulation is easily modified to incorporate the
autoregressive model for monthly price changes
(equation 5).

The state descriptor is a discrete variable
representing the current market state. Let
my(t), k=1,...,n, represent n discrete sawtimber
price classes ($/Mbf, International) at the beginning of
period t. For convenience, the period ¢ equals the age
of the stand. The random walk model (equation 3) is
used to estimate discrete transition probabilities p; 4
representing the probability of being in price class j in
period t + 1 given my(t).

The revenue R[my(t)] ($/acre) obtained from
clearcutting in period ¢t depends on the current market

state. Stand volume v(t) (be/acre) is a deterministic
function of stand age. Bare land value L ($/acre) is
the selling price for bare land. The revenue function is:

Rlmy(t)] = mi(t)v(t) + L. (®)

For a given bare land value and time horizon T,
the optimal harvest strategy is found by solving a
recurrence relation for optimal stand value. Define
Z,[mi(t)] as the expected present value ($/acre) of the
stand in period t and market state my(t). Assuming
that the decision maker’s real discount rate is r and
the discount factor is § = -, the recurrence relation

) 1477
for optimal stand value is:

Z[mu(t)] = max {R[mk(t)], 8> pinZe[m;(t + 1)]} :
9)

The maximization problem is the choice between
clearcutting and no action. Clearcutting is optimal
when the revenue R[m(t)] is greater than the
expected present value of the stand in period t + 1.
The boundary condition in period T assumes that all
trees are cut:

Zr[my(T)] = R[mx(T)]. (10)

The recurrence relation for optimal stand value
(equation 9) is solved backwards from period T' — 1
using the boundary equation (10). The recurrence
relation ends in the earliest period in which the stand
may be harvested. The solution is either a clearcut or
no action decision for each market state in each period.

There is an important difference between the
horizon T' and the rotation age. The horizon T
represents the maximum number of periods a stand is
allowed to grow. If a stand reaches period T, it is
clearcut. Clearcutting may take place in any period
t < T. The rotation age depends on the market state
and the probability distribution of future market
states. The horizon T may be arbitrarily long; for
computational efficiency it should be long enough that
the likelihood of clearcutting before period T is high.

Optimal harvest strategies for the 30-year-old
plantation are determined by solving the recurrence
relation backwards from age 50. Harvest revenue is
obtained for sawtimber; pulpwood has no value. The
discrete variable for stumpage price ranges between
$0.00 and $400.00/Mbf in $5.00/Mbf intervals. Bare
land value (L in equation 8) is $550.00/acre and
represents the rotation—start present value of an
infinite series of plantations computed using a
deterministic stumpage price equal to $125.00/Mbf.
Prices are in 1988 dollars. The real discount rate is 4
percent.
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Monthly and quarterly sawtimber yields
(International Mbf/acre) for a pure loblolly pine
plantation are predicted with the second degree
polynomial:

o(t) = —16.54 + 1.029¢ — 0.005220¢2  (11)

where ¢t is stand age. The model is constructed with
ordinary least squares applied to output from the
North Carolina State University Plantation
Management Simulator (Hafley and Buford 1985,
Smith and Hafley 1986, 1987). The simulator is used
to predict annual sawtimber yield from a 30-year-old
plantation over a 20-year horizon. At age 30, the
plantation has 100 trees/acre and 100 ft?/acre basal
area. The plantation is on site index 65 (25 year basis)
land in the North Carolina Piedmont. The volume
versus age model (equation 11) fits the data with

R? = 0.999; all parameters are significant at the 0.05
level.

OPTIMIZATION RESULTS
The Quarterly Model

The optimal policy for the random walk model
(equation 3) is to harvest when the observed price is
less than an age-dependent reservation price.
Reservation prices for the random walk model increase
with age (Figure 1); the area under and to the right of
the curve contains the price-age combinations when
the stand should be harvested. Stands greater than
38.00 years are harvested regardless of price. In
younger stands, harvesting is postponed when the
observed price is high because the future price is
expected to remain high and because the value of the
growing stock and growth is high relative to the fixed
value of bare land.

Using the optimal policy for the random walk
model, the expected present value of the 30-year—old
stand depends on the starting price (Table 1). As the
starting price increases from $80.00 to $160.00/Mbf,
present value increases from $1,327.00 to
$2,163.00/acre. When m(0) = $125.00/Mbf (the mean
of the price series), the present value is $1,800.00/acre.

For comparison, we computed optimal harvest
policies for a deterministic price model and a
stationary stochastic price model. With the
deterministic model, the price forecast is the mean of
the price series: m(t) =125, t=0,1,.... The optimal
policy is to harvest when the stand is 34.25 year old.
The present value is $1,800.00/acre.

The surprizing result is that the expected present
value of the optimal policy for the random walk model
with m(0) = $125.00/Mbf is the same as the present
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Figure 1.—Reservation prices for the quarterly random
walk price model.

value computed with a deterministic price equal
$125.00/Mbf. With a random walk, the observed price
in each period is the best estimate of the future price.
Because the expected price change is zero, there can
be no gain from waiting for a higher price.
Furthermore, price variability has no effect on the
expected present value of the optimal policy.

What is the cost of using the optimal
fixed-rotation policy when prices are a random walk?
The expected present values of the fixed rotation
policy are listed in Table 1-for different starting prices.
The cost is the difference in present value from the
return obtained with the optimal policy for the
random walk model. The cost depends on the starting
price and is less than 1 percent of the value of the
optimal policy for the random walk model.

Table 1.—Expected present values of harvest policies
when price is a quarterly random walk model. Cost as
a percentage of the expected present value of the
optimal policy for the random walk model is listed in
parentheses.

Harvest policy for

Starting Random walk Deterministic Stationary

price price model  price model price model
$/Mbf $/acre
80 1,327 1,320 (.01) 1,138 (.14)
100 1,530 1,525 (.00) 1,385 (.09)
120 1,742 1,738 (.00) 1,631 (.06)
140 1,956 1,050 (.00) 1,884 (.04)
160 2,163 2,155 (.00) 2,115 (.02)
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Figure 2.—Reservation prices for the quarterly
stationary price model.

The stationary stochastic price model is based on

‘the mean and variance of the price series:

m(t) = 125 +¢(t), t =0,1,.... ® The random error is
normally distributed with zero mean and standard
deviation $17.158/Mbf. The optimal policy is to
harvest when the observed price is greater than an
age-dependent reservation price. Reservation prices
for the stationary price model decrease with age
(Figure 2) and approach the mean price
($125.00/Mbf). The area above and to the right of the
curve contains the price-age combinations when the
stand should be harvested. Harvesting is postponed
when price is below $125.00/Mbf due to the expected
future price increase. Harvesting takes place when the
price is high (>$125.00/Mbf) due to the expected
price decrease. Harvesting is postponed in stands less
than 32.50 years old regardless of price.

Using the optimal policy for the stationary price
model, the expected present value of the 30-year—old
stand is $2,076.00/acre, which is 13 percent greater
than the expected return from the optimal policy for
the random walk model with m(0) = $125.00/Mbf. ©
The present value of the stand is independent of the
current price.

5The same model form is used in several other studies
of timber harvesting with stochastic prices (Kaya and
Buongiorno 1987, Brazee and Mendelsohn 1988, Haight
1990).

6The 13 percent gain in present value is an example of
the general result for stationary stochastic price models
that expected present value increases as the variance of
the price model increases. As price variation increases,
the likelihood of obtaining higher prices in the future
increases. Thus, gains in present value can be obtained
by postponing harvests until high prices are realized.

What is the cost of using the optimal policy for the
stationary price model when prices are a random
walk? The expected present values of the optimal
policy for the stationary price model are listed in
Table 1 for different starting prices. The cost decreases
as the starting price increases and is between 2 and 14
percent of the value of the optimal policy for the
random walk model. The cost comes from delaying the
harvest of older stands (>35.00 years old) when price
is below average and harvesting stands between 33.00
and 35.00 years old when price is above average
(compare Figures 1 and 2).

The Monthly Model

The optimal policy for the autoregressive price
model (equation 6) is to harvest when the observed
price 1s greater than a reservation price that is
conditioned on age and last month’s price. For a given
past price, reservation prices for the autoregressive

_model decrease with age and approach the level of the

past price (Figure 3). The area above the curve for a
given past price contains the price-age combinations
when the stand should be harvested. Harvesting
should be postponed when the observed price is less
than the previous month’s price because of the
expected behavior of short-term price changes: when
the observed price is less than the previous month’s
price, the expected future price change is positive.
Thus, when price falls, the manager should postpone
harvesting because price is expected to rise next
period.

Using the optimal policy for the autoregressive
price model, the expected present value of the
30-year—old stand depends on the price in the first two
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Figure 3.—Reservation prices for the monthly
autoregressive price model for selected past prices.
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months (Table 2). Expected present value increases as
price in either month increases. When

m(0) = m(1) = $125.00/Mbf (the mean of the price
series), the present value of the 30-year—old stand is
$1,852.00/acre.

For comparison, we computed an optimal policy for
the monthly random walk model (equation 3) where
the random error has zero mean and standard
deviation $10.81/Mbf. The reservation price policy is
the same as that for the quarterly random walk
(Figure 1).

Figure 4 compares harvest policies for the
autoregressive and random walk price models for
33-year—old stands. The policy for the random walk
model depends only on the current price, and harvests
take place when the current price is relatively low.
With the autoregressive model, harvest depends on
both the current and past price. Harvests take place
when the current price is greater than the past price
because of the expected future price decrease.
Harvests are postponed when the current price is less
than or equal to the past price because of the expected
future price increase.

What is the cost of using the optimal policy for the
random walk model when prices follow the
autoregressive model? The expected present values of
the optimal policy for the random walk model are
listed in Table 2 for different combinations of starting

Table 2.—Expected present values of harvest policies
when price is a monthly autoregressive model. Cost as
a percentage of the expected present value of the
optimal policy for the autoregressive model is listed in
parentheses.

Harvest policy for
Starting ~ Autoregr. Random walk Stationary
prices price model  price model = price model

$/Mbf $/acre

80 80 1,327
120 80 1,456
160 80 1,550

1,301 (.05) 1,213 (.12)
1,391 (.04) 1,314 (.10)
1,489 (.04) 1,424 (.08)

80 120 1,755
120 120 1,833
160 120 1,933

1,657 (.06) 1,618 (.08)
1,755 (.04) 1,725 (.06)
1,852 (.04) 1,836 (.05)

80 160 2,002
120 160 2,128
160 160 2,228

1,946 (.07) 1,930 (.08)
2,043 (04) 2,037 (.04)
2,144 (.04) 2,141 (.04)
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Figure 4. —Harvest policies for the monthly
autoregressive and random walk price models as a
function of selected past and current prices for a
33-year—old plantation.

prices. The cost depends on the starting price and is
between 4 and 7 perceht of the value of the optimal
policy for the autoregressive price model. The cost is
incurred by not taking advantage of predicted price
changes that are conditional on past prices.

We also computed the optimal harvest policy for a
stationary price model that is computed from the
mean and variance of the monthly price series:

m(t) =125 +¢€(t), t =0,1,.... The random error is
normally distributed with zero mean and standard
deviation $18.48/Mbf. Due to the higher price
variance, optimal reservation prices (not shown) are
slightly higher than those for the stationary model
with a quarterly decision cycle (Figure 2). Harvesting
is postponed in stands less than 34.50 years old
regardless of price. The expected present value of the
30—year—old stand is $2,076.00/acre.

The biggest difference in the policy for the
stationary price model is that harvests are postponed
in young stands; in older stands, harvest policies are
alike. Figure 5 compares harvest policies for the
autoregressive and stationary price models for
35—-year—old stands. With the policy for the stationary
price model, harvests take place when price is
relatively high, similar to the policy for the
autoregressive model.

What is the cost of using the optimal policy for the
stationary price model when prices follow the
autoregressive model? Costs depend on the current
prices and are between 4 and 12 percent of the value of
the optimal policy for the autoregressive model (Table
2). The cost is incurred by postponing harvests in
young stands regardless of price and by postponing
harvests in old stands when current and past prices are
low relative to the historical average. ‘




Current price {$/Mbf)

80 120 160
Past price ($/Mbf)

[T cut (autoregressive)  E==3 Cut (stationary)

Figure 5.—Harvest policies for the monthly
autoregressive and stationary price models as a
function of selected past and current prices for a
35-year—old plantation.

CONCLUSIONS

Our analysis of loblolly pine sawtimber stumpage
prices for the Piedmont region of North Carolina
produces results that are consistent with earlier tests
of market efficiency performed by Washburn and
Binkley (1990). Quarterly prices are a random walk in
which past prices cannot be used to predict future
price changes. This property is a necessary condition
for an efficient market. Monthly price changes are a
first—order autoregressive process in which the
expected price change is inversely related to the most
recently observed price change. This result is
consistent with Washburn and Binkley’s finding that
the monthly sawtimber market is not efficient.

Past forestry studies have focused on the
determination of optimal harvest strategies for
stationary stochastic price models with the implicit
assumption that markets are inefficient. The optimal
harvest policy is to cut only when price is above the
historical average. The results for loblolly pine show
that quarterly and monthly prices are not generated
with stationary models and that their associated
harvest policies are suboptimal. In our cases, the costs
of employing strategies associated with stationary
price models are up to 14 percent of the expected
returns from the optimal policies for the random walk
and autoregressive price models. Therefore, care
should be taken in the analysis of historical prices and
market efficiency before constructing adaptive harvest
strategies.
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INCORPORATING LINEAR PROGRAMMING AND MONTE CARLO
SIMULATION IN A SPREADSHEET-BASED HARVEST
SCHEDULING MODELY

Larry A. Leefers?/

Abstract.--Harvest scheduling models have migrated from the mainframe
to the microcomputer environment. This paper describes the structure of a
microcomputer spreadsheet-based model, FORSOM (FORest Simulation-
Optimization Model), and its application in forest planning in Michigan.
Linkages with What's Best! (LINDO-based linear programming software)
and @RISK (Monte Carlo simulation software) are presented.®/ A case
study is used to illustrate the progression from simple user-defined harvest
schedules to linear programming-based schedules and the inclusion of
timber yield variability using Monte Carlo simulation.

Keywords: Optimization, risk, mathematical programming.

INTRODUCTION

Harvest scheduling is a traditional forestry problem
that has been addressed using hand calculations,
mainframe-based software and most recently,
microcomputer-based software. Often, the software is
developed exclusively for the harvest scheduling problem
at hand. The purpose of this paper is to describe the use
of commercial-off-the-shelf (COTS) software for harvest
scheduling in the context of 3 modeling approaches.
Specifically, applications are presented using simulation,
optimization, and a combination of simulation and
optimization.

HARVEST SCHEDULING

The Michigan Department of Natural Resources
manages approximately 3.5 million acres of state forests.
Two of 6 state forests are currently developing plans
which include timber harvest scheduling considerations.
To assist in these efforts, FORSOM (FORest Simulation-
Optimization Model) is being used (Leefers and Robinson
1990). FORSOM is a spreadsheet-based harvest scheduling
model created as a template for LOTUS 1-2-3 (Lotus
Development Corp. 1985). For simulation modeling,
planners change management assumptions and harvest
patterns manually. Then they examine the implications on
future forest age-class structure, acres harvested, volume
harvested, and wildlife trends. Linkages between various

Y presented at the Symposium on Systems Analysis in
Forest Resources, Charleston, SC, March 3-7, 1991.
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forest types are modeled so that type conversion and
natural succession can be included.

One benefit of modeling with popular COTS software
is that other vendors create powerful add-in software.
Two examples of software that enhance FORSOM’s
analytic capabilities are What’s Best! (Savage 1991) and
@RISK (Palisade Corp. 1988). By using What's Best!,
FORSOM is converted into a type 1 linear programming
model (Johnson and Scheurman 1977) which is solved with
the LINDO-based algorithm. Cells are easily referenced to
create constraints and the objective function. Results are
presented in a copy of the original spreadsheet with
decision variables adjusted for an optimal solution.
@RISK, on the other hand, allows analysts to incorporate
Monte Carlo simulation into FORSOM. This is
accomplished by selecting a probability distribution (from
30 available) for variables of interest (e.g., timber yields,
prices, costs, etc.), choosing the number of
sampling/calculation iterations, and analyzing the
compiled results.

For purposes of this paper, three harvest scheduling
applications are presented. The first illustrates a simple
simulation problem using LOTUS 1-2-3 and FORSOM.
The second incorporates What’s Best! to solve a common
harvest scheduling problem. And the third uses @RISK
and What's Best! to examine selected implications of
timber yield variability on harvest scheduling results (see
Hof et al. 1988 for a similar example). These are intended
as examples from an array of more complex problems that
can be addressed with this COTS software.

Simulation

Twelve forest type components (e.g., aspen, red pine,
jack pine, etc.) can be combined to create FORSOM
templates for various types of analyses. Each component
has a common set of computer screens (or tables). These
screens include: (1) management assumptions, (2) initial




Figure 1.--Simulated harvest Current Age

First Harvest Rotation Age

schedule for 13,100 outof  cjaqee 49 50 60 70 80  Nome  Total
115,686 acres of aspen.
0-9 0 0 0 0 0 22150 22150
10-19 0 0 0 0 0 20096 20096
20-29 0 0 0 0 0 8785 8785
30-39 0 0 0 0 0 5958 5958
40-49 X 0 0 0 0 6447 6447
50-59 X X 100 0 0 17398 17498
60-69 X X X 1000 2000 19689 22689
70-79 X X X X 10000 2063 12063
acreage by 10-year age class, (3) simulated harvest, (4) Optimization
projected acreage by age class for 5 decades, (5) a timber The simulation approach provides a straightforward
volume table, (6) a summary of volu_me and acres approach for creating projections with little formal
harvested for 5 decades, (7) calculations of present net knowledge of modeling required. However, the manual
value and undiscounted first decade net revenues, and (8) approach can be very tedious w}{e nanu mbé rof
linkages to other components. management constraints exist. In situations like this, it
By manipulating management asumpionsand th
simulated harvest pattern, different projections are problems ”
created. Management assumptions identify the forest type :
being modeled, appropriate rotation ages and harvesting . .
s oo o e proplns (. L6000 comsraints
. . . simple maximization problem is presented here. The
Figure 1 presents a harvest scheduling pattern applied . .. ! .
to 115,686 acres of the aspen type from Michigan’s problefn s to maximize present ngt’vah‘xe associated ol ith
. managing the aspen acreage identified in the preceding
Escanaba River State Forest. For the 50-59 year old age- section. The following constraints are included:
class, one hundred acres are scheduled for harvest in the ' g ’
first decade (i.e., a 60-year rotation is selected). In the
60-69 age-class, a 70-year rotation is selected for 1000 1. Qlir?;tcr)‘;an:f;i or unmanaged must equal
acres, and an 80-year rotation is chosen for 2000 acres. In 2 8.000 acryes of a’s en currently over age 30 must
other words, the 2000-acre harvest is projected for the : b;.- unmanaged (ipe cannot bg harves%e )
second decade. Finally, an 80-year rotation is selected for 3. At least 1 Og()O ur;rx;;na ed acres must be i’n each
10,000 acres of 70-79 year old aspen. The remainder of : of the 5 0’1 dest age clasies
the acres are not scheduled for harvest. Based on the 4. First decade har%'es ¢ volux;ies cannot exceed 33
simulated harvest pattern and related assumptions, ' million cubic feet exce
projected acres by age class are presented in figure 2. The 5. Harvest volumes c;anno t decline over the next 5
11,100 acres harvested in the first decade begin the second ' decades. and 1 T ex
decade in the 0-9 age-class because no conversions are 6. Harves t’volume cannot a1
assumed. Natural succession assumptions, however, lead to ' sustained vield exceed long-term
a steady decline of the type over the projection period. a yield.
Figure 2.--Current and Timber Age Acres at Beginning of Decade:
projected acreage by
age class for harvest Classes ! 2 3 4 5 6
pattern in figure 1. 0-9 22150 11100 2000 0 0 0
10-19 20096 22150 11100 2000 0 0
20-29 8785 20096 22150 11100 2000 0
30-39 5958 8785 20096 22150 11100 2000
40-49 6447 5958 8785 20096 22150 11100
50-59 17498 6447 5958 8785 20096 22150
60-69 22689 17398 6447 5958 8785 20096
70-79 12063 21689 17398 6447 5958 8785
Total 115686 113623 93934 76536 70089 64131
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Figure 3.--Linear
programming solution for

Current Age

First Harvest Rotation Age

. Class 40 50 60 70 80 None Total
managing aspen.
0-9 0 22150 0 0 0 0 22150
10-19 0 18044 2052 0 0 0 20096
20-29 0 3038 5747 0 0 0 8785
30-39 0 0 1958 0 0 4000 5958
40-49 X 0 0 5447 0 1000 6447
50-59 X X 0 6223 10275 1000 17498
60-69 X X X 7924 13765 1000 22689
70-79 X X X X 11063 1000 12063
Figure 3 presents the optimal harvest schedule for this Latin hypercube sampling is a variation of Monte Carlo
problem. The long-term sustained yield was simulation which uses stratified sampling (McKay et al.
approximately 38.7 million cubic feet per decade with a 1979, Rubinstein 1981, Palisades Corp. 1988). This
present net value of $3.9 million in 1989 dollars.* The approach ensures that the entire range of yields will be
pattern reflects the need to harvest higher-valued, older represented in the 100 samples selected. @RISK was used
stands exclusively in the first 2 decades. Using What’s for steps 2 and 3, and What’s Best! was used for step 4.
Best! on a 386-based microcomputer, this problem was
solved in less than 1 minute including file unloading and The average of the 100 linear programming solutions
loading. is presented in figure 4. Clearly, a much wider range of
rotation ages are selected when yield variability is
imulation an imizatio considered. Different rotation ages are prescribed for
10,432 acres (highlighted in figure 4). The implications
Several researchers have recently examined the effect are particularly striking in the first decade where an
of stochastic timber yield variables on linear programming additional 1,435 acres of 70-79 year aspen are not
results (Hof et al. 1988, Pickens and Dress 1988). A scheduled for harvest, and younger-aged stands are
related example is presented in this section. Results in the substituted. Focusing on broader parameters, such as
preceding section are based on average yields for 40-, 50-, present net value and first-decade net revenues, indicates
60-, 70-, and 80-year old stands extracted from Michigan less than | percent difference exists between the average
Department of Natural Resources’ inventory data. Yields, of 100 solutions and the solution using average yields.
however, are quite variable. Thus, interpretation of the similarities and differences
hinges upon the key variables of interest.
To assess the effects of yield variability, the following
process was used:
1. Yield estimates from the timber database were & Cost, price and yield data supplied by Forest
extracted for different harvest ages, Management Division, Michigan Department of Natural
2. Discrete yield distributions were then compiled Resources.
for each harvest age,
3. 100 "sample” yield tables were created using Latin
hypercube sampling, and
4. 100 linear programming problems were solved.
Figure 4.--Average Current Age First Harvest Rotation Age
of 100 linear Class 40 50 60 70 80  None  Total
programming
solutions for 0-9 1855 19441 855 0 0 0 22150
managing aspen. 10-19 1086 14145 4005 860 0 0 20096
20-29 0 3218 3810 1650 107 0 8785
30-39 0 101 2155 2164 49 1489 5958
40-49 X 341 138 4001 553 1414 6447
50-59 X X 683 5623 9797 1395 17498
60-69 X X X 7108 14027 1554 22689
70-79 X X X X 9628 2435 12063
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The application of @RISK is fairly limited in this
example. Other variations may include using simulation or
optimization (as described in the preceding sections) to
create harvest schedules and followed by Monte Carlo or
Latin hypercube sampling of variables such as timber
yields, prices, costs and discount rates. Resulting analyses
would reflect other dimensions of risk.

DISCUSSION

This paper describes the use of FORSOM with
LOTUS 1-2-3, What’s Best!, and @RISK. By combining a
spreadsheet template with COTS software, a variety of
harvest scheduling questions can be addressed. Scheduling
examples in this paper include a "manual" simulation
problem, a common linear programming problem, and a
problem involving risk and optimization. The COTS
software, of course, is not limited to these problems.

The manual simulation approach has been adopted by
2 state forests in Michigan. Based on that experience and
other applications of FORSOM, several strengths and
weaknesses of modeling in the spreadsheet environment
have emerged.

First and most obvious, harvest schedule modeling in
a spreadsheet environment works. As with other
abstractions, FORSOM or other spreadsheet models are
simplifications of reality and must be judged accordingly.

Second, spreadsheet modeling tends to be very rigid.
That is, detailed equations and formats are created which
may be difficult to quickly adjust. For example, it is easy
to adjust a traditional harvest scheduling model to include
more rotation lengths. However, spreadsheet models may
require extensive modification to accommodate these
changes. On the other hand, most management strategies
are well-defined and can be captured in a structured
template. Then, consistent model structure becomes a
strength.

Third, model size can be problematic in a spreadsheet
environment. In FORSOM, screens with 20 rows are used
regardless of whether all the space is needed. This allows
easy movement (with Page-Up and Page-Down), but
requires more rows. With availability of expanded and
extended memory, few technical limitations exist.
However, developing models with 20 to 30 vegetative
components may be cumbersome for some users.

Finally, a strength of spreadsheets is that they are easy
to use and facilitate communication. Spreadsheets are used
extensively in public and private organizations. Therefore,
constructing models in this environment should assist in
their adoption. In addition, many people have the ability
to create and modify spreadsheet equations; fewer are
traditional programmers. Moreover, graphics and other
spreadsheet features ease communication of analysis
results.

Given the strengths and weaknesses of the spreadsheet
environment and the availability of useful software add-
ins, natural resources modelers should carefully explore
this medium. It can provide a modeling framework that is
well-structured, manageable and easy to understand while
including sophisticated optimization and simulation
options.
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INCORPORATING PRICE UNCERTAINTY AND RISK AVERSION IN

SHORT-TERM TIMBER HARVEST SCHEDULING DECISIONS!

Robert J. Lilieholm,

Lawrence S.-Davig, and

J. Keith Gilless 2

Abstract.--Tradeoffs between the expected net revenues of
different short-term timber harvest schedules and the risk
associated with those expected values can be considered
using a MOTAD (Minimization of Total Absolute Deviations)
model formulation to derive minimum-risk, expected-value
frontiers. Significant reductions in risk may be achieved
by accepting marginally lower expected values. The method,
has particular applicability to trust management of lands.

Keywords: Linear programming, mathematical programming,
mean-variance analysis, MOTAD programming, portfolio theory

INTRODUCTION

Mathematical programming models for long-term
timber harvest scheduling have been widely
adopted for the management of public and private
forests. Many who contributed to the development
of these models are now faced with the problem of
how to reduce first period solutions to tactical,
year-by-year, implementable harvest schedules.
Uncertainty with respect to future stumpage
prices is usually dealt with in this process by
regarding forecasted revenues as expected values,
and solutions to short-term harvest scheduling
models based upon them as expected-value
maximizing. An explicit or implicit assumption
is therefore usually made of risk neutrality on
the part of the forest owner (Lilieholm and
Reeves, 1991).

Risk neutrality is, however, a problematic
assumption for lands managed under some formal
expression of trust responsibility (e.g., Native
American tribal lands managed by the Bureau of
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Indian Affairs, pension and insurance fund
holdings), as well as for lands managed under
less formal notions of trust resgponsibility
(e.g., limited partnerships, family or
institutional trusts, or by arrangements with
consulting foresters). Looking ahead, it is not
difficult to foresee where heightened interest in
ethical standards of conduct and current legal
actions might well result in the development of
risk-appropriateness standards for forest
planners' recommendations much like those
governing stockbrokers' recommendations. It is
therefore an appropriate time for foresters to
consider the potential for making tradeoffs
between the expected net revenues for different
short~-term harvest schedules and the uncertainty
associated with those expected net revenues.

For multi-species forestsg, modern stock
portfolio theory provides a natural framework for
incorporating data on the historical
relationships between the prices of different
species into short-term harvest schedules in a
manner that permits the evaluation of such
tradeoffs. 1In this paper, preliminary results
are reported of an attempt to use Hazell's (1971)
MOTAD linear programming technique to do such an
evaluation. Working with a Sierra Nevada mixed-
conifer case study (described below), this work
indicates that significant reductions in risk may
gsometimes be obtained at the cost of minimal
reductions from expected net revenues.




MOTAD MODEL

A S-year short-term timber harvest scheduling
model was constructed that maximized net returns
of first-period harvests from a mixed-species
forest:

Maximize Z4ZgZ¢ (Pgr) (Hyge)

where j, s, and t are stand, species, and time
period indices, respectively, P denotes the
forecasted net revenue per MBF of sgpecies s in
year t, and H denotes the MBF harvest level for
species s in year t from stand j. Constraints
were placed on the model to ensure that stands
were harvested only once over the planning
horizon, and that only entire stands would be
harvested in the first planning period.
Additional constraints were placed on periocdic
net revenue flows (plus or minus 25% of that
obtained in the first period} and on periodic
harvest levels (plus or minus 30% of that
obtained in the first period).

After solving this model to determine maximum
possible first period expected net revenue, the
model was converted to a MOTAD formulation in
which time series net revenue deviations from an
established trend were minimized subject to
meeting a parametrically relaxed minimum net
revenue constraint. Solutions to this MOTAD
model trace out a minimum-risk frontier
consistent with an underlying risk-averse
quadratic utility function (Hazell and Norton,
1986) .

CASE STUDY DATA

Data for the model came from a case study
developed for a private forest ownership in the
Sierra Nevada mixed conifer forest type. This
forest type is characterized by highly variable
mixtures of five commercial timber species --
ponderosa pine (Rinug ponderosa), sugar pine (P.
lambertiana), incense cedar (Calocedrus
decurrens), Douglas-fir (Pgeudotsuga menziesii
var. menziesil), and white fir (Abies concolor
var. lowiapna) (Tappeiner 1980). Stand
descriptions for twenty 40-acre stands scheduled
for harvest over the 5-year planning horizon were
generated using the STAG model (Van Deusen and
Biging, 1985). Growth and yield projections for
the stands were made using the CACTOS model
(Wensel et _al., 1987).

Historical stumpage prices were obtained from
publications of the California State Board of
Equalization. These prices were deflated using
the Producer Price Index for SIC 24. Harvesting
costs were estimated from sales on the University
of California's Blodgett Forest Research Station.
Net revenues were calculated for each of the five
specieg identified above. Deviations from the
trended net revenue series (see Figure 1) were
used to calculate mean absolute deviations.

RESULTS AND DISCUSSION

The MOTAD-derived set of minimum-risk harvest
schedules is shown in Figure 2. The initial rate
of tradeoff between 1lst period expected net
revenue and variance, moving leftward along the
frontier from Solution A, is guite high. For
example, a risk averse manager selecting Solution
C would reduce the variance of expected net
returns by over 34% while only lowering expected
net returns by 0.7% (Table 1). Surprisingly,
there was relatively little variation in periodic
harvest levels or net revenues occurred over the
planning horizon for Solutions A through D (Table
1.

The species breakdown of first-period harvests
for the solutions along the minimum-risk frontier
are given in Table 2. Examination of these
results reveals how the variance of expected net
revenue can be reduced in two ways moving along
the minimum-risk frontier: (1) by favoring the
harvest of species with low expected net revenue
variances, and/or (2) by exploiting the
historical covariance patterns in the
fluctuationg of past net revenues. (The net
return variance-covariance matrix for the five
conifer specieg is given in Table 3.)

Examining the minimum-risk solutions, it can
be seen that ponderosa pine comprises half of the
harvest in the net revenue maximizing Solution A.
But as risk is reduced moving leftwards along the
minimum-risk frontier, Douglas-fir displaces
ponderosa pine in the species mix. This change
results from the model diversifying the gpecies
mix to exploit the negative covariance between
pondercosa pine and Douglas-fir, and to take
advantage of the lower variance of net returns
for the latter species. The relative stability
of white fir and incense cedar in the species mix
moving along the minimum-risk frontier, on the
other hand, reflects the low variance of net
returns to these species.

The negative covariances between the net
returng associated with different species and
differentials in the variances exploited by the
MOTAD model used in this study are not limited to
California conifers. Similar patterns and
relationships can be observed in the net returns
from different species, or even log grades,
elsewhere from the same causes -- different end-
product markets exhibiting different cyclical
profitability and stability (Lilieholm, 1991).

CONCLUSIONS

The method briefly described in this paper has
considerable promise for explicitly evaluating
the tradeoffs between risk and expected net
revenues in short-term harvest scheduling
decisions in multiple species forests.

Extensions considering various log grades and
dimensions merit further examination.
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Figure 1.--Net revenue time series for ponderosa
pine (1982 $/MBF).

Figure 2.--Minimum-risk frontier:
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Table 1.--Summary of model solutions along the minimum-risk frontier relative to

solution A (1982 $).

Percent Percent

1st period reduction reduction Percent
net in 1st lst period in 1st reduction
revenue period variance period Present in present
Solution (s103) revenue ($108) variance net worth  net worth
A 931.1 na 1108.6 na 3.47 na
B 928.2 -0.3 748.0 -26.6 3.46 -0.3
C 924.6 -0.7 669.9 -34.2 3.46 -0.3
D 857.6 -7.9 556.5 -45.4 3.47 0.0
E 630.5 -32.3 319.4 -68.6 2.86 -17.6
F 476.8 -48.8 172.7 -83.0 2.21 -36.3

Table 2.--Summary of
minmum-risk frontier

1st period harvest levels
(MBF) .

for gselected model solutions on the

Total 1st
Ponderosa Sugar pine Incense Douglas- White period
Solution pine cedar fir fir harvest
A 2860 0 254 1060 1556 5734
B 660 0 492 3416 1464 6032
C 1352 0 396 2512 1656 5916
D 1532 0 0 2476 1284 5292
E 672 0 0 2476 776 3924
F 660 0 144 1816 368 2988

Table 3.--Net revenue variance-covariance matrix for five Califonia conifers.

Ponderosa Sugar Incense Douglas- White
pine pine cedar fir fir
Ponderosa 95.2 - - - -
pine
Sugar 93.9 102.0 - - -
pine
Incense 20.2 29.4 30.0 - -
cedar
Douglas- -12.1 -2.9 9.8 36.0 -
fir
White 6.6 21.6 10.8 15.4 48.0
fir
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A SYSTEMS APPROACH TO EVALUATING

CAPITAL ALLOCATIONS IN AN INTEGRATED FOREST PRODUCTS FIRM *°

Ralph E. Colberg =2,

ABSTRACT

The optimal allocation and use of limited capital is essential
for business success. But as we enter this last decade of the
twentieth century, these decisions become more and more complex.
This paper describes in laymens terms a new and innovative
approach that is being used by one major forest products firm.

Keywords: Hierarchical’Planning; Integrated Planning; Operations

Research.

The Problem Defined

A Forest Service friend of mine once
suggested that we in industry are fortunate.
Whereas his decisions required weighing a number
of obtuse criteria collectively labeled "cost-
benefit" ratios, we supposedly have a clearly
defined profit motive. The dollars in and the
dollars out can be compared, providing a clear-
cut measure of financial success.

His point was well taken. Intangibles are
indeed harder to measure. But this doesn't mean
that traditional profit measures are a "piece of
cake." We often find ourselves facing analytical
difficulties that were never discussed in a
graduate or undergraduate business course.

I lost my virginity shortly after graduate
school when first instructed to develop a capital
request yielding fifty-two percent. I was to do
s0 because a competing manager was submitting one
with a fifty percent return. I did my job well,
and achieved a degree of notoriety to boot. The
financial genius that I was, I managed to garner
a full fifty-four percent.

Since then, I have watched the capital
allocation process at work for more than a quarter

1) Presented at the Symposium on Systems Analysis
in Forest Resources, Charleston, SC, March 3-7,
1991.

2) At the time this paper was presented the author
was Manager, Woodlands and Wood Products Tech-
nical Services for Mead Coated Board. He now
heads his own consulting firm as President,
Decisions Support, located in Columbus, GA.

century. This may not make me an authority, but
longevity and a proven survival instinct provide
the intellectual courage required to offer the
first of three financial "axioms." I call them
axioms because they do indeed fit Webster's
definition. Each is a statement that needs no
proof, because its truth is self evident. The
first of these is simply this:

Capital allocations are often driven by
political motives that have nothing to do

with financial realities.

In Washington, it's called "pork barrel;"
in industry, it's often a power play. But for
whatever the reason, when politics override
financial integrity, capital is almost always
allocated to uses that are less than optimal.

The problem is most prevalent in those firms
that have decentralized to the extent that the
left hand no longer knows what the right is doing.
Decentralized operating decisions provide proven
benefits, but capital allocations without proper
controls can result in financial anarchy. Those
of us who still cherish our "I like Ike" buttons
have seen it happen more than once. Some senior
manager with authority will personally endorse a
capital expenditure, often with little or no
quantitative support. If he or she is suitably
persuasive, funds will no doubt be approved with
or without financial merit.

All of this may be disagreeable to some of
you. Surely, no project should ever be approved
without the rigid financial review that an analyst
can provide. While I would agree, I also know
that there are those who will beat the system, no
matter how diligent we may be. This brings me to
the second of my three axioms:
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The analytical techniques used to evaluate
financial worth are to some extent flawed,
and easily manipulated to provide
predetermined results.

A discounted cash flow analysis is the
standard for evaluating investments with payback
periods that extend over time. I have no gquarrel
with this approach; it does indeed provide a
reliable comparison of two or more options if the
same discounting criteria are used for each. My
concern is not with the technique, but the
underlying numbers, and how they are used.

Over the years, I have more than once said
that if Operations Research had emerged before
accounting, the accounting profession might not
exist today. While said "tongue-in-cheek," there
is perhaps some truth in all of this. Operations
Research is a scientific discipline concerned

primarily with planning, and its practitioners are.

"forward looking" in their approach. Accountants,
on the other hand, are trained to keep score; to
maintain a record of revenues and costs and tell
us whether the results are positive or negative.
Their perspective is historical. They can tell us
what has happened in the past, but very little
about what will happen in the future if we change
things. Ask what manufacturing costs will be if
we add a new machine center, and you will find
that there is no good answer because there has
been no prior experience. While the accounting
profession can do a credible job telling us where
we have been, they are less than reliable when
asked to predict where we are going.

Transfer prices are one of the many tools an
accountant will use to help him keep score. These
are artificial dollar values assigned to resources
that are produced and used internally. Chips that
are transferred from a sawmill to an integrated
pulp mill complex are assigned a value that
supposedly equals market price. But if sawmill
management can exercise sufficient strength in the
negotiating process, they can often stretch the
definition of "market value" to near incredulity.
I have known companies with internal transfer
prices that were at least twice any comparable
market value.

No damage is done if transfer prices are used
as an accounting tool alone. Here they record the
internal movement of funds from one operating unit
to another, and never appear on the bottom line
for the business as-a-whole. I become concerned
when these same values are used to plan capital
expenditures, as they often are.

All of this represents a basic flaw in the
capital review process. While the discounting
criteria we use to evaluate the worth of a capital
proposal has merit, the answer is no better than
the underlying data. If the necessary information
is lacking, or inaccurate, then there is ample
opportunity to contrive whatever financial results
you want.
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Consider an example that I know many of you
have encountered in the past. A mill manager
submits a capital request for a machine upgrade
that supposedly will perform wonders for the
bottom line. You analyze the numbers, and sure
enough there is a triple-digit after tax return.
Somewhat skeptical, you ask for some backup that
will verify expected gains. Management supplies
you with the results from on-site studies and
financial analyses prepared by the vendor. You
see no reason why you should doubt these numbers,
and so you lend your support. In the back of your
mind, however, you wonder why it is that so many
investment proposals appear favorable when the
mill itself has not turned a profit for months.

The answer may lie in our failure to identify
upstream or downstream constraints that will limit
production. I could list dozens of examples, and
many of you could list dozens more. There's the
new plymill lathe that doesn't perform as expected
because there is a previously unknown constraint
on dryer capacity, or the new particleboard mill
that cannot meet production goals because local
raw materials supplies are limited. Each of these
is a real-world example from my own experience,
and each represents a major embarrassment for the
managers who were involved.

A Historical Perspective

This brings me to the point where I'm ready
to put forth my third and final axiom:

A suitable technique for evaluating capital
projects must consider the financial aspects
of interrelated resource allocations and
manufacturing processes, unencumbered by
artificial transfer prices or accounting
mystique.

Now that's impressive. I've managed to use many
of the better "buzzwords" in a single sentence.
But I'm not trying to impress you, or confuse you.
I am recommending a somewhat different approach to
the capital review process; one that emphasizes
the use of computer models to evaluate the
interrelated "systems" aspects of major capital
decisions.

Using computers and models to solve complex
business problems is not a new idea, and in its
simplest form it doesn't require an advanced
degree in mathematics or Operations Research. The
mill manager who develops a simple spreadsheet
application is as much involved in building
computer models as the corporate analyst, or the
university researcher. We may even consider him a
successful practitioner if his spreadsheet is
used, while more sophisticated applications
languish in the halls of academia.

And languish they have. Many of you may be
surprised to learn that our industry was among the
first to embrace the OR arts. Liner Programming




was a powerful tool for scheduling west coast ply-
wood operations, and twenty twenty-five years ago
any firm that considered itself at all progressive
had a battery of OR analysts running around the
country conducting mill studies, and building
models. But this early enthusiasm soon faded, and
today it's difficult to find a substantial effort
anywhere in the industry.

Why this early enthusiasm and subsequent
demise? Many early associates content that the
whole endeavor failed because senior management
simply did not support us. I can't accept this
argument. It isn't that management didn't back
us, it's that we did not, and indeed could not
deliver what was promised.

At the time, we were using first-generation
computers that simply could not solve an LP model
with more than a few hundred rows. To get some-
thing that would solve, we often simplified the
problem to the point that it no longer existed.

Processing time was relatively inexpensive, but it

often took hours to solve a model and would cost
thousands of dollars. While the potential returns
might justify these costs, this was theory while
the expenditures were real. Few managers were
willing to accept the gamble.

There was a second problem as difficult as
the first. Most models required a sizable amount
of data preparation before they could be run, and
management soon became disenchanted with this
burdensome chore. Even successful applications
with a sizable pay back would languish because it
was too much trouble to maintain the necessary
data.

All of this has changed. Today, we routinely
solve on a personal computer problems that earlier
we could not handle on a sizable mainframe, and
with modern database languages we can develop and
maintain the information required to support these
systems. We now have access to a growing number
of sophisticated decision-making tools, and none
too soon at that. Our industry is challenged in a
number of economic and environmental arenas, and
how we respond to these issues will determine our
financial well being for years to come.

Perhaps we were lulled in the belief that
ours was indeed the "wood basket" of the world,
and as such we didn't have to worry about our long
term competitive position. For years, we had grown
our trees, manufactured our products, and with few
exceptions had sold our finished goods at prices
that were profitable. But all of this complacency
was shattered early in the past decade when we
suddenly found ourselves unable to compete with
overseas manufacturers. Scandinavian mills were
selling pulp and paper products in US markets at
prices that were less than our conversion costs,
and fully half the lumber sold in Florida was made
in Canada.

These events taught our industry a valuable
lesson. Now, more than ever, we appreciatg our

role as but one of many players in a world market.
If we are going to compete for overseas sales, or
hold our own in domestic markets, then we must be
cost-effective producers on a world-wide scale.

We can do little to influence foreign exchange
rates, or similar exogenous forces that to some
extent control our financial destiny. We can,
however, exercise greater control over those
internal elements that determine our own costs and
manufacturing efficiencies. For the past decade
we have been modernizing our mills, and reducing
our overhead. As a result, we enter this last
decade of the twentieth century positioned to
assume a new dominance in world trade.

Now we find ourselves being squeezed by a
second market force. As manufacturers, we purchase
raw materials and convert these into products that
are sold in competitive markets. In our industry,
we use trees to make the newsprint in your daily
paper, and the lumber in your homes. The US has
been blessed with abundant timber reserves, but in
recent years this resource has been subjected to
unrelenting pressures that restrict current and
future availability. Whatever your views with
regard to these issues, we must all agree that for
industry, supplies are tightening, and costs are
rising.

A New Analytical Approach

All of this has been said to set the scene
for what I really want to talk about today. We
sell our products in an unforgiving global market,
using raw materials that are becoming increasingly
scarce and costly. The only way we can remain
competitive is to be among the most efficient
converters on the world scene. No resource can be
wasted, especially capital. When we invest funds
in a new venture, there must be little doubt that
the returns will be adequate.

As manufacturers, we have long ago learned
that profit improvement results in part from the
progressive removal of bottlenecks that limit mill
performance. Our task is to concentrate on those
measures that will eliminate the most costly of
these first. But the removal of one will always
result in identifying another. Optimal performance
results from an ongoing program to improve mill
productivity step by step until some break-even
level is reached.

While all of this sounds fine in theory, in
practice things seldom go as planned. Management
may not have the information they need to identify
or rank mill bottlenecks, and when they do they
don't know what new restriction will emerge when
existing constraints are removed. As a result, we
too often overestimate the potential gains from a
new capital expenditure because we cannot predict
what will happen after the proposed changes are
made.

Let me give you an example from my own

experience. A few years ago I was asked to review
a capital request from one of our sawmills. The
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mill had not been profitable for some time, and
management offered as a solution a chip~-n-saw
rebuild that would result in improved throughput
and recovery.

It didn't take much more than a brief walk
through the mill to spot two potential problems.
Downstream, there was an unscrambler that clogged
when a series of larger logs produced a surge of
lumber outturn. Upstream, the merchandising
system could not provide adequate log supplies on
a continuing basis.

Mill management was skeptical. They were
aware of the unscrambler, but did not see the
processor as a current or potential problem.
Downtime was recorded daily, and what problems
there were had always been at the headrig, not the
merchandiser. We agreed to disagree, and take a
second look.

We gathered additional data and built a model
simulating green-end operations. Soon, even mill
management was convinced that the processor was in
fact a constraint. Much of the downtime that had
previously been recorded at the headrig had indeed
been due to a processor bottleneck.

These were good managers; they were in fact
among the best in the Mead system. But when you
are responsible for day-to-day mill operations,
your attention is easily diverted from the big
picture. In this case, management had simply not
looked beyond the daily production reports. But
because they had not, Mead was prepared to invest
funds in a project that had little merit. The
unscrambler was easily corrected, and additional
maintenance was all that was required at the
merchandiser. With these changes, a subsequent
headrig upgrade paid off handsomely.

With this initial exposure, mill -management
acquired a new appreciation of what could be done
using a "systems" approach to investment planning.
They subsequently participated in developing and
implementing a comprehensive linear programming
model that simulated wood flows from stump to
finished products markets. This proved to be a
very powerful tool for evaluating investments
ranging from stumpage purchases to major mill
modifications.

The primary benefit derived from a model of
this nature is the insight that it provides. With
it, we can identify bottlenecks that limit mill
outturn, and calculate what it is worth to remove
them. We can also determine how much improvement
there will be before a second bottleneck prevents
further gains. This is important because it's this
range that will determine the "real" returns from
a proposed investment in added manufacturing
capacity. These seldom approach what is calculated
using traditional methods. A trimmer optimizer,
for example, may indeed process a hundred boards
per minute, but this is meaningless if the log mix
and headrig capabilities will only supply fifty.
It's this much smaller number that will establish
financial returns.
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Through a process that involved progressive
removal of one constraint followed by another, in
a little over two years mill outturn was increased
more than half. All of this was accomplished with
the knowledge that each investment was sound, and
would provide the returns we had forecast.

While manufacturing applications have been
our bread and butter, few of these can provide
benefits equal to the recent work we have been
doing to rationalize our core businesses. It's
here that we consider how all the parts must fit
together to optimize the whole; issues that are at
the very heart of our success as an integrated
forest products firm.

Mead Coated Board was established as a new
operating division in 1988 when the old Georgia
Kraft assets were split. We acquired a pulp and
paper mill, two sawmills, and more than a half-
million acres of southern pine timberlands. What
we did not acquire was any preconceived notion
with regard to how these land and timber assets
should be managed.

With no prior "conventional wisdom" to guide
us, we could develop a planning system that I had
personally championed for a number of years. In
addition to the standard accounting procedures
that measure the performance of each business
segment as a stand-alone unit, we would develop
tools that could be used to measure their individ-
ual contribution to a combined bottom line for the
enterprise as-a-whole.

Our woodlands and wood products organization
is structured to accommodate three traditional
functional areas: land and timber management, wood
procurement, and wood products manufacturing. Like
most of you, we tend to view these as separate
operating units, with unique goals for each. We
own land and invest in timber growth to strengthen
our long-term fiber supply security, and we build
sawmills to convert expensive sawlog material into
higher valued lumber products. But what if we took
a somewhat different approach? What if growing
trees, cutting timber, and making lumber are all
intermediate steps in a conversion process produc-
ing slush pulp for paper manufacturing? What if
each of our three functional areas is but one step
in a vertically integrated manufacturing process
with a singular purpose:

To provide a secure supply of gquality wood
fiber for pulp manufacturing, delivered to

the digestor at minimum "real" cost;

with "real"” costs represented by expenditures in
which there is an actual "out-of-pocket" exchange
of cash.

It's always pleasant when you learn that you
and your peers are using a similar approach. Much
has been said about hierarchical planning, and all
that it offers. I didn't know that this is what
we were doing until I came to this meeting, and I
must thank a number of speakers for giving me a




useful new buzzword. But seriously, the conceptual
heart of our approach is a series of integrated
models all linked together to optimize a single
goal. At the top is a strategic model for the
enterprise as-a-whole, linked to a number of more
detailed tactical models for individual business
units. At the very bottom is an operational model
that provides data for a GIS system, and a tabular
and visual display of recommended on-the-ground
action.

Successful implementation of a system of this
nature requires using a single objective function
for all of our business units. Timberlands and
wood products investments are evaluated in terms
of their contributions to wood cost savings at the
pulp mill. And why not? This is how we justified
these expenditures in the first place. Our problem
has not been the investment itself, but the tools
we need to measure subsequent performance.

Consider, for example, the formula we use to
evaluate a capital expenditure for added sawmill
capacity. The traditional RONA calculation would
compare net revenues from lumber and by-product
sales with the amounts invested. But using our
approach, the sawmill is little more than a chip-
producing facility, with lumber revenues an offset
against chip costs. A simple RONA calculation
would look something like this:

FCi - FC2
————————— X 100 = RONA
NAV
Where: FCi = Pulp Mill Fiber Costs Without
Sawmill
FC> = Pulp Mill Fiber Costs With
Sawmill

NAV = Current Net Asset Value

The calculation is easily performed using a model,
comparing solution results with and without the
proposed investment. It can be a static analysis
for a single year, or a discounted present value
derived from a model with a planning horizon that
spans more than one period.

A similar calculation is used for timberlands
investments. This approach was in fact used by
Mead to evaluate a recent purchase opportunity
that involved a sizable acreage, and additional
wood products capacity. The purchase was rejected
because the asking price was higher than we could
justify. We may not have made the same decision
without the insight provided by a model.

In closing, I would once again stress what by
now should be obvious. I'm convinced that the work
we have been doing for the past three years offers
great promise. While there is still more to learn,
we've expanded our use of the management sciences
to new horizons, offering insight that we have
never had before.
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MODEL FOR STRATEGIC PLANNING IN THE MANAGEMENT OF PINE INDUSTRIAL PLANTATIONS 1/

Ramiro Morales 2/
Andrés Weintraub

Abstract.-- A linear programming model for strategic
decisions, such as silvicultural management policies, long
range production levels and land acquisition was implemented
in three medium sized timber industries in Chile. The model
is currently being used routinely at higher executive levels

to support decisions.

Keywords: Long Range Forest Planning, Linear Programming.

THE STRATEGIC PROBLEM

The strategic planning model is designed to
assist in establishing long range policies for
the acquisition and management of radiata pine
plantations. 1In particular decisions of interest
are:

a) Determining sustainable long range optimal
rates of production.

b) Determining  the technical and economic
feasibility of supplying timber to the
existing plants and defining investment in new
facilities to transform raw timber into
products.

c) Estimating potencial value (and maximum price
to offer) of new timber lands to be acquired.

d) Selecting aggregate silvicultural management
options.,

The objective of the firm is to maximize the
net present benefit subject to, among others,
constraints of availability of resources, long
range stability of the firm, supply commitments,
silvicultural and technological considerations.

We consider a 45 yvear horizon divided into 15
three-year periods. In a hierarchical approach,
the first three year period is disaggregated

1/ Presented at the Symposium on Systems Analysis
in Forest Resources, Charleston, S§.C., March
3-7, 1991.

2/ Professor of Forest Management, University of

Chile, Santiago; Professor of Industrial

Engineering, University of Chile, Santiago.

114

into a more detailed tactical model. In
this form, uging a rolling horizon
procedure, coherence between tactical and
strategic decisions is maintained.
(Weintraub and Cholacky, to appear).

THE FOREST SYSTEM

To develop a strategic model, we
define the following system
characteristics:

Macro-Stands. Each  macro-stand is

composed of a set of stands spatially
separate within a region but homogeneous
in terms of age, site quality and initial
structure. We consider two types of
macro-stands: those with standing timber
at present and those resulting after the
final harvest of existing macro stands or
through acquisition of new timber lands.

Typically, there are about 3500 stands
over a radious of 60 miles. By
considering up to 10 age ranges, 3 site
quality classes, 3 density conditions and
4 pruning  structures, we define all
possible macro stand characteristics.
This leads to 204 present macro-stands and
45 future macro-stands.

Silvicultural Prescriptions. We define
silvicultural prescriptions as a program
of actions on a given macro-stand during
its existance, Typical practices are:
planting, commercial and non commercial
thinning, pruning and final harvest. Each
of these practices can be applied in
appropiate time periods.

For each macro-stand, a set of
alternative prescriptions is defined. The




model will choose among these an optimal subset.
These management options are not actually meant
to be implemented, but provide a framework for
the strategic decisions described above, and as
mentioned, those related to the first three-year
period are used as a basis for a more detailed
tactical model.

Timber Production. Future levels of log
production capability are crucial in strategic
planning. To determine 'sustainable levels of
production it is necesary to estimate the future
vields under different gilvicultural
prescriptions. Four basic types of products are
considered, in order of increasing diameter and
gquality restrictions: timber for the pulp plant
(P), for sawnmills (S), for export as logs (E)
and logs of clearwood (C). To supply demand, it
is possible to substitute timber in decreasing
order of quality-diameter, C->E->S->P,

THE OPTIMIZATION MODEL

The following model contains the main
characteristics used in the decision process: The
model follows a type I format (Johnson and
Scheurman, 1977).

Decision Variables

Xij = Area of macro-stand i to be assigned to
silvicultural prescription j ( MHa)

Wej = Area of macro-stand f to be planted in
the future and managed with prescription
j (MHa).

Vkdt = Volume of oproduct k harvested (or
thinned), in period t to be sent to
destination d, k= C,E,S,P.

Sst = Area of site quality s to be acquired in
period t (t=13293‘4)’ (Mﬂa)a

H = Value of standing timber at the horizon
(MM $).

Constraints

a) Area constraints of existing macro-stands.
Z Xij S As for all i.
where Ai is the area of macro-stand i.

b) Area of future macro-stands

—
Aos t=1

ZZ W5 - X Z Kij - 8st £

fi i d 0 t=2,.,15
L

i is of site site
quality s.

f is a macro-stand
of quality s.

Jj is such that
harvest occurs

in period t

where Acs is area of land of site quality
s suitable for planting that belongs to
the firm.

c) Land acquisition
Sst < Max st.
where Max st is the maximum area of
site quality s that can be acquired

in period t.

d) Value of standing timber at the

horizon.

Z I afjy We; -~ H=0
f

where afj is the value at the horizon
of standing timber of macro-stand f
if managed with alternative j.

e) Standing timber age requirements at
the horizon

Z I hfje Wgj 2 Min Se
£f

where: macro-stand f has site quality

s.
1 If macro stand f managed with
prescription j belongs to age
class e at the horizon.
hfjo—‘-

0 Otherwise.

Min Se is the minimum required area
at the horizon of site quality s with age
class e. (Five age classes were defined).

f) Timber volume produced through
harvests or thinnings 1is sent to
destinations.

22 gkijt Xij - Z Vkde = 0
i d

where qkijt 1is the volume of product
k  produced in period t if
prescription j is used in macro-
stand i.

g) Satisfying demands for each product
in each period.

Z Vkat 2 D4t
keP(k)

for all d,t

where P(k) is the set of products suitable

for destination d (e.g. if d is pulp, any
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product k can be used). Ddt is the demand in
destination d, period t. These constraints avoid
double accounting of timber production.

Other constraints include non declining income.

Objective Function

Maximize net discounted revenues.

15
Max Z =2 (2 % fxdt * Vkat) + an H
=1 k d
-2 I gij Xis3 - I I hst - Sst
i g t s

where fkdat is net discounted revenues of sales,
ah is the discount factor for standing timber at
the horizon, gij is the net present cost of the
management prescriptions and hst ‘'is  the
discounted cost of land acquisitions,

THE COMPUTATIONAL IMPLEMENTATION.

The system was implemented using HyperLindo as
the LP package. Data is inputed through an
information system in dBase 1V. Different
files form the basis of the system. One set of
files contains information on stands, such as
‘site index, age, density, etc. Another set of
files aggregates information for macro-stands.
Other files define possible management
prescriptions and yields. For each run, costs,
revenues, demands and other parameters are
introduced interactively.

The LP has typically dimensions of about 600

constraints and 1200 variables. It is run on a
PC IBM 386 and takes about 2 hours for each run.

RESULTS OBTAINED.

The system is presently operating with succes.

in three firms, which own between 050 and 70
thousand hectares each.

Before implementing the described model,
simulation was used as a planning teol, through
projecting growth and yields in the plantations.
The use of these sgimulation models was however
not satisfactory, due to the difficulty in
selecting adequate silvicultural prescriptions,
satisfying non declining physical and monetary
flow constraints, and satisfying the goal of
gradually moving the forests towards regulated
holdings. These problems are basically solved
through the use of an optimization model. The
present system presents, through adequate output
formats, tables which show: optimal production
amounts in the planning interval, and its
distribution by type of product; the destination
of this production, areas to be treated to
different silvicultural practices, land to be
acquired in the future, age and spatial
distribution of plantations at the horizon, net
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monetary income in each three year-period
and economic value of the firm.

The system has been used to analyze the
technical and economic feasibility of
supplying existing plants, make
investments in new facilities and acquire
new lands, already planted or suitable for
planting. For these analysis the model is
run with and without each project to
determine its potencial contribution.

Results obtained showed that decisions
were sensitive to the discount rate (8 to
14 percent), but given a discount rate,
the model was not very sensitive to
reasonable variations in the technical
parameters.

The division of planning periods into
three year intervals has been
advantageous, as it allows an adequate
aggregation of stands into macro-stands
without loosing an important level of
precigion in spatial location, which is
essential for smaller intervals.

In relation to gilvicultural
prescriptions, the basic results obtained
agree with general economic evaluations.
Intensive management is' concentrated in
high quality sites, while lower quality
sites are oriented towards a higher
proportion of pulp timber. And, in spite
of the high requirement firms have for
fiber wood, they prefer to use sawnmill
quality timber for pulp rather than have
short rotation forests to obtain pulp
production or products of reconstituted
wood.

Border constraints, to impose a
regulated forest at the horizon, are
active and lead to a relatively small loss
in objective value (at worst, 6 percent).
There was one exception; in one firm,
given the irregular distribution of stand
ages, site quality and past silvicultural
treatment, it was more complex to find a
compromise between maximizing net total
income and establishing a regulated forest

CONCLUSIONS

The model shown has been accepted at
strategic level in all three firms. After
a year in development it has substituted
with clear advantages the simulation
models used in the past. One important
element in its succes has been the
structure of the system, which 1is user
friendly for input requirements and
generates eagsy to interpret results. This
model is complemented with a tactical one,
which deals in detail with decisions in a
three year horizon.
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CAPACITY EXPANSION & STRATEGIC BEHAUVIOR

IN THE NORTH AMERICAN NEWSPRINT INDUSTRYL/

Thomas H. Steele and Jeffrey C. Stiera/

Abstract.--A dynamic dual model of capacity
expansion in the North American newsprint industry
is developed. The model integrates micro-economic
analysis with explicit consideration of strategic
behavior. Agents maximize an intertemporal value
function by selecting optimal levels of varisble
and quesi-fixed factor inputs. HWithin this setting,
agents' decisions are interdependent, endogenous,
and time-variant. The result is a theoretically
consistent analytical model of dynemic behavior in
an oligopolistic setting.

Keywords: Dynamic optimizetion, oligopoly.

INTRODUCT ION

in general, traditional investment
models have not been able to identify the
determinants of investment behavior within
the pulp and paper sector very well. This
problem may be traced to two sources.
First, the msjority of research has
proceeded under the naive assumption of
perfect competition. HMost segments of the
pulp and peaper industry ere not
characterized by a perfectly competitive
market, but rather by an oligopolistic
environment in which agents' profits are
interdependent and optimal behavior is
contingent upon rivals' ections. Second,
investment models may be misspecified due
to the manner in which investment dynamics
have traditionelly been modeled.

in this paper we develop & dynamic
model of capacity change and variable

1l/Presented at the Symposium on Systems
Analysis in Forest Resources, Charleston,
SC, March 3-7, 1991.

2/Naturael Resources Manager, Kemp Natural
Resources Station, Minocqua, WIl; Professor
of Forestry, University of Hisconsin-
Madison, Meadison, HWI.
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factor demand for the North American
newsprint industry. The model is
constructed at the micro level and
attempts to capture firm interdependence
while imposing minimal structure on the
form and extent of oligopolistic
competition. |In contrest to traditional
models of capacity investment, the problem
is cest within & fremework of dynemic
optimization in which firms maximize an
intertemporal value function by selecting
optimal levels of variable factor inputs
and an optimal path of capecity expansion.
This optimization fremework endogenizes
firms' capecity decisions, meking them
time-variant, and provides theoretical
consistency lacking in meny treditionel
investment models.

Recent applications of this approach to
cepital investment analysis include the
energy (Berndt et a]., 1981), agriculture
(LeBlanc and Hrubovcak, 1986), dairy
(Howard end Shumway, 1988; Weersink and
Tauer, 1989), and food processing sectors
(Lopez, 1985). These studies draw
extensively from the theory of adjustment
costs and dynemic firm behavior first
posited by Eisner and Strotz (1963) and
later extended by Lucas (1967), Gould
(1968), and Treadway (1971). MWe build
upon this research by spplying the
optimization frasmework to oligopolies.
iImplicit throughout our analysis is the




ssumption that firms are profit
aximizers which are able to observe the
apacity decisions of rivals, but are
nable to distinguish between their
pponents’ stretegic and non-~strategic
ehavior.

The choice of the North Americen
ewsprint industry is for illustrative
urposes only. The model can be
eneralized to any oligopoly.

‘HE THEORETICAL MODEL

The manufacture of newsprint can be
lescribed by the production function

gy (8)=F(x; (1)K, () K, (), 7,(8))

This expression represents the
afficient combination of variable inputs
(x) and quasi-fixed capacity (k) that can
>e used to produce output (g) by firm j at
time t. The impact of technological
change on newsprint production is captured

vie the index t,(t)

Capacity levels are regulated via the
control veriable k (the time derivative of
k) such that capacity evolves as

) kj(t)=j;1éj(t)dt

= [ ki(0).

Assume the production function is well

behaved; that is f() is twice
continuously differentiable and strictly

concave in x, k, and k over the relevant
range of production. Further, assume

§£<0. This inequality, which arises from
the diversion of resources from newsprint

production to changing capacity stock,
reflects the internal costs of adjusting
quasi-fixed capacity. It is the existence
of endogenous and transitory adjustment
costs which drives the intertemporal
nature of firms' capacity decisions. The
fact that such costs increase with
increasing expansion; i.e., the concavity

of f() in k, leads to recurring capacity
investment rather than bang-bang controls.
Moreover, if a firm could adjust
instantaneously and costlessly to changes
in the market environment, the
intertemporal nsture of the model would
collapse leaving a simple problem of
static optimization (Meese, 1980).

To capture the oligopolistic nature of
the newsprint industry and permit
alternative pricing behaviors, price is
expressed as an endogenous function of the
output and capacity of all m firms in the
industry

(30 p(t)=P(q1(t).@2(t)se- s @ (), K1 () K (1), K (1)) -

This specification recognizes the
impact of capacity utilization, both at
the firm and industry level, on newsprint
price; yet, it is sufficiently general to
model & number of market environments.

The effect of excess capacity on price
depends upon industry structure, market
conditions, and the strategies followed by
individual firms. In a perfectly
competitive industry, only aggregate
behavior determines price because no
single firm cen influence the market.
Excess capacity occurs when exogenous
factors shift demand to the left or short-
run marginal costs to the right; hence,
price fallis as surplus capacity rises
(Masson and Sheaanan, 1986).

In an oligopoly characterized by a
dominant firm and a competitive fringe,
the dominant firm may use excess capacity
(whether strategic or non-strategic) as a
barrier to entry or mobility in order to
fix & high price. Since barrier height
increases with the amount of surplus
capacity, greater surplus implies that the
dominant firm can set a higher market
price. The competitive fringe possesses
insufficient power to impact the market.
Alternatively, the dominant firm could
elect not to use excess capacity
strategically, but rather lower price in
order to increase its level of capacity
utilization.

Under barometric price lesdership, no
single firm dominates the industry. The
price leader is unable to coerce rival
firms into accepting its price and merely
announces e&n industry price which has
recently developed or will develop under
oligopolistic competition. Given excess
capacity, an individual firm may be
tempted to undercut & non-cooperative
oligopoly price in hopes of garnering a
larger share of industry demand and
increasing its capacity utilization at the
expense of rivals. The desire to cut
price must be tempered, however, by the
threat of an ensuing price war which could
erode any short-run gains in sales, and
ultimately could lead to reduced revenues
for all firms (Green and Porter, 1384;
Brock and Scheinkman, 1985; Rosenbaum,
1989). Thus, a firm's incentive to cut
price depends upon its "fighting reserves”
- the amount of excess capacity that it
can operationalize relative to that of its
opponents (Scherer, 1980: 370, 371). The
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deterrent to price cutting is the threat
of major retaliation of rival firms, which
in turn, depends upon the magnitude of
their excess capacity.

Implicit in the endogenous price
expression is the presumption of
instentaneous price adjustment. Such a
model structure conflicts with statistical
evidence which indicates that newsprint
firms avoid price wars by graduslly
adjusting price to target levels in
response to changing market conditions.
Indeed, recent work by Booth et &l. (1989)
revealed protracted lags of 1.9 to 3.3
years depending on the particular pricing
rule followed. |Ideally one would like to
endogenize the speed of price adjustment
within a dynamic optimization framework;
however, this would impose offensive and
implausible restrictions on firm and
industry output. Therefore, we are forced
to adopt a more parsimonious model of
inverse demand, and to draw empirical
support from the frequency of changes in
list price and from the prevalence of off-
list price concessions that characterize
the newsprint industry.

Dropping the time notation, firm j's
single period restricted profit function
is
(4) Hi(P(')lqi/x;"wi'ki'ki'ri)='q",’ﬁ-fp(‘7w’hr---/qm/

kykyseoiky )g; — wix;

subject to g;()= f;(x; () k;(2), K(),7;(0)).

where uj is & transposed n-dimensional
vector of variable input costs faced by

firm j.
Inserting the production function ﬁ()

for g; in Equation (4) and solving the
first order necessary conditions yields

oI, _ aP() 30 () h0) _io
ax;i oQ () o f’() 70 =

1
sz.

i
i

where x} is quantity and uﬁ is per unit
cost of the ith factor employed by firm j.

Like the endogenous price expression,
the restricted single period profit
function is sufficientiy general to model
a8 number of market environments depending
on firm j's conjectural industry output
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j%g, (Variesn, 1984: 102, 103).

()

variation -

Specifically, =0 denotes a

99
()
competitive setting in which firm j
exhibits price teking behavior and chooses
its output level accordingly. In
contrast, Cournot behavior is implied by

aQ

—=—=1 because it implies that firm j
%0 !
makes output decisions under the belief
thet rival firms will not adjust their
production. Consequently, a change in
firm j's output results in en equal and
identical change in industry output.
Collusion (tacit or otherwise) is

0 _Q
o) fi0)

achieve in aggregate the monopoly outcome.

indicated by as firms attempt to

And finally, equalling none of the

Y

(")
above implies some form of Stackelberg
0Q
()
aggregate response to firm j's choice of
output.

behavior where gives the opponents’

Using the first order necessary
conditions and the implicit function
theorem and assuming an interior solution,
we can solve for firm j's short-run
variable factor demands conditional on
factor price, quasi-fixed capacity,
capacity change, level of technology, and
rivals’ output end cepeacity

*
(6) Xj =0; ( j’kj’kj’tj’qitj’ki;&j)'
Substituting these demands into the
production function gives

*
3 qj""fj( (v J'kj’kj"‘/’qw’klﬂ)kj’kl"‘)
which is similar to the reaction functions

of oligopoly theory, the only difference
being the inclusion of rivals' cepacity.

Replacing xj and 4; in Equation (4) by
Equations (6) and (7), respectively, we
obtain firm j's short-run indirect, or
dual, profit function conditional on
factor costs, capacity, capacity change,
technology, rivals’ output, and rivals’
capacity:




8 TL;{w;ik; Ky, G i) = P[fi(ei(wi; ik % Gy
Kiai ) K Ky %3 ) g K K e (0w 5 K
qi*i’kf*i)’ki’ki’Ti)_w; ei(wi;ki’ki’Tf’qf*i'ki*i) ‘

As structured, Equation (8) captures
the interdependent nature of firm behavior
via the endogenous price expression. More
specifically, rivals' production and
capacity decisions affect market price
which, in turn, impacts firm j's
profitability and influences behavior. By
endogenizing newsprint price and dealing
with its reduced form, it is possible to
deveiop a complete and consistent model of
firm interaction while avoiding the
contentious issues of off-list price
concessions and inaccuracy of list price
data.

Now assume firm j acts to maximize the
intertemporal value function

= T ot Xk

(9) V’}.(O)-rzljfzécjoe {H,-(w,-,k,-,k,»,T,.,qu,-,k@;)
mk, —ak, hdt

where r, the discount rate, is assumed to

be constant over the time horizon; mj is
the unit cost of maintaining productive

capacity at installed levels; a; is the

unit cost of capacity acquisition; and all
other variables are as previousiy defined.
Thus, the problem facing firmj is
deciding when, what type (i.e. strategic
or non-strategic), and how much capacity

it should add in order to meximize V;(0).

Maximization of the objective
functional requires that the Euler
differential equations hold (Gould, 1968);
that is, the first order necessary
conditions for static profit maximization
(Equation S) must be satisfied at all

e in time ang Vi 2
o1nis 1n ime and ——— ——r—=
P ok ordk;

Solving the second of the Euler
equations yields

(10) ij+r1'1k-j —Hléj'éjkj_n’éjkj kj=raj+mj,

HEL QTR (O N 1 (0

where Tl = ok; Mg, = i Mgk, = *2
Py % | |
Hf‘ikj=aléj8k]-' and kj=—aT. Equation (10) is

predicated on the assumption of static
expectations about factor input costs,
technology, opponents' outputs, and
opponents’ capacities. This assumption is
necessary to motivate the existence of a
long-run equilibrium toward which firm j
is moving. Restated, stetic expectations
imply that firm j's target capeacity is not
moving over time unless there are changes
in factor prices, technology, rivals’
output, or rivals' capacity change. The
problem, then, is not one of optimal
control characterized by a single
maximization with strict observance of a
unique investment path to some pre-
determined target. Rather, Equation (10)
is the result of an open-loop control
policy in which firm j re-evaluates its
capacity decisions as current market
conditions change. Thus while the
assumption of stationary expectations
represents an inherent weakness of the
model, its offensiveness may be mitigated
by the observation that firms periodically
adjust their investment plans in response
to changing market conditions.

In long-run equilibrium kj=Ej=O and
Equation (10) becomes

(1) T (w, k5 k= 0,74, k., ) + i, (w. K,
k= 0,'ci,ql.*j,kiﬂ.)= ra; +m;
where k; is the long-run optimal capacity

level and rﬂk() represents the costs of
]

capacity adjustment. Equation (11) is @
mathematical expression of the familiar
optimization result that marginal revenue
equal marginal cost; or more specifically,
that the marginal return to capacity less
the amortized cost of capacity adjustment
equals the rental cost of capacity
investment plus the annual cost of
capacity maintenance.

In the neighborhood of the long-run

equilibrium Equation (11) can be linearly
approximated (Treadway, 1971) as
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az) I,k + (H,;iki -m,, - rI'Iijii)ki - (1,
111, (k- k) =o0.

Solving for the stable root, Treedway
obtained

(13) I'csz(k;—kj)

where B, the speed of adjustment variable,
is equal to

__ 1 (2 )2
(14)  B=-|r (r +4ijkj/nk,k,)

Equation (13) is the flexible
accelerator model of partial adjustment
that hes been widely used in numerous
studies of capacity expansion.
Traditional application of the model
requires that the researcher impose some
ad hoc time structure of firm investment.
Hithin a dynemic setting, however,
capacity decisions are explicitly based on
dynamic optimization which incorporates
the costs of adjusting quasi-fixed
capacity. The implications of this
property, as identified by Berndt et al.
(1981), are (1) speed of adjustment of
quasi-fixed capacity to its long-run
equilibrium is endogenous and time
variant, (2) short-run variable factor
demands depend on factor costs, quasi-
fixed cepacity, level of technology, and
in the cese of oligopoly, rivals’' output
and capacity, (3) the dynamic path of
adjustment is based on economic
optimization at each point in time, and
(4), the transition from short- to long-
run for varieble factor inputs
incorporates adjustments in quasi-fixed
capacity and variation in the optimal rate
of capacity utilization. Thus, there
appear to be real gains from both a
theoretical and empirical standpoint to
casting the problem within a dynamic
framework.

Using Equations (8), (13), end (14), it
is possible to specify a theoretically
consistent model of firm j's short-run
factor demands which recognizes the
interdependency of firm behavior. The
model is comprised of the following
system:
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(s.1) kj=-2r (r +4ijk]./r1k]_kj) K - k]

and

. 8I1w~kué31-,- ki .
(15.2) x=- (2124 k; Aizj i21) vk
3wj~

THE EMPIRICAL MODEL

To make the theory tractable, we must
specify an explicit functional form for
the short-run indirect restricted profit
function. Based on its desirable inherent
properties, the normalized queadratic
function is used:

= ~h
(16) H,.—oc,,+h2am’,wj+a,¢,ki+a,it,~+zaqiq,'+
*n

inj

= h =~ h
2ok + Zﬁw;'kjwiki + Zﬁw,h,wﬂf +
hen h#n

injf

E}Zﬁw;,,@? q; + ZZﬁw,»k,@? ki + X kit +

h#n inj hen izj

Zijq,.qul‘ + Zink‘kjki +Z'Yz,.qi1jqi +

ixf ] inj

ZY':jk,-Tjki + zz“’qik.fiik«' + %(Zaw;‘wf ~?2 +
h=1

inj irf inf

2 .2 2 2 2
oy K7 + oz,.:i,.‘}k]. +og, T+ Zaqmq,. + Zakikiki J

i%j isf

where fy is short-run profit normalized by

the price of variable factor x?, ﬂﬁ is an
hx! vector of normalized variable factor

prices, and a , B , x , and ¢ are vectors
of parameters to be estimated.

Economic theory dictates that the
short-run profit function satisfy
regularity conditions in factor prices

(Verian, 1984: 46): Nemely, II; should be
nonincreasing, homogeneous of degree one,

convex, and continuous in dﬁ, at least

when Wj>>0. Further ﬁj should be




strictly concave in ki; strictly concave

and decreasing in kj; monotonic; and

symmetric. As well, the speed of capacity
adjustment should lie in the interval
(0,1].

Having specified a functional form, it
is possible to derive an explicit
representation of the complete model.
Long-run optimal capacity, derived from
Equations (11) and (16), is written as

i

* ~h
(1?2 th@+@-%—;m%m—mﬂ—
#n

Zinqﬂi - sz,.ki ki%k,ki .

ixj ixj

Substituting (17) into Equation (15.1)
yields:

1
.1 ) 3
(18.1) k}-——z—[r—(r +4ak,~k;/al£,fci) J[«’“/*

~h
m; = O, = ,lzﬁ"’?"/ i~ Kk, T ZXk,q;qi
®n

inj
- Zink,-ki]/o‘kiij - k;} .
iwj

Uarijable factor demands are calculated
using Equation (16) and Hotelling's lemma
to yield

h __ — —
(18.2)  xj=-0, By k—B,.

.k
zﬁw}‘q‘qf - ZBw;'k‘k" - aw;'w} wj
inf inf

where x? are the derived demands of those

factors whose price was normalized by the

price of factor x?.

Equations (16), (18.1), and (18.2)
represent a theoretically consistent model
of profits, capacity change, and variable
factor demands for a single firm.
Replicating these equations for dominant
and co-dominant firms and the competitive
fringe results in a comprehensive model of
firm dynamics within the North Americean
newsprint industry. The model is
sufficiently general to accommodate a
number of market enuvironments while
capturing the interdependence of firms’
decisions. This was accomplished using a

generalized expression for the endogenous
price equation rather than specifying an
exact functional form. Consequently, a
dialogue is established with the data,
allowing it to drive the analysis rather
than imposing structure & priori.

Tests of oligopolistic behavior and
strategic capacity can be conducted visa
examination of regression coefficients.

In a competitive setting gﬁ=0 and rivals’
di

output decisions would have no impact on

firm j's variable factor demands or

capacity change. Thus, coefficients

B » that are significently different
Widizj

from zero suggest an oligopolistic
industry structure. Likewise, non-zero

values for Xkjgisj and Xkjkis j imply strategic

capacity in the sense that rivals’
capacity directly influences the
optimizing behavior of firm j. More
specifically, x@h$j<0 indicates a
strategy of accommodation; conversely,

x@“#j>0 reflects an aggressive or

predatory stence in which firm j responds

positively to rivals' investment behavior.
Moreover, comparison of coefficients among
firms permits essessment of firm power on

a firm by firm basis.

Throughout model development we assumed
the existence of a stationary state toward
which all firms are moving. The intent
was never to prove the existence of an
oligopolistic equilibrium, but rather to
model firm behavior assuming one exists.
Hhile some may consider this a serious
flaw, it is one that we are forced to live
with until & single and robust theory of
oligopoly is developed. In the absence of
such a unifying theory, we have posited e
general model that emulates e variety of
oligopolistic behaviors.
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FOREST PLANNING AND MODELING BASED ON ECOLOGICAL LAND STRATIFICATIONi/
A Case Study of the Umpqua National Forest

William J. Connellyg/

Abstract.--In the development of the Umpqua National Forest Plan, several
ecoclass groups were used to stratify the planning model, These stratifications
were used to estimate timber production, timber management methods, habitat for
management indicator species and economic stratifications of costs and values.
Better management of national forests can result from & shifting emphasis from
output production to managing forest vegetation for multiple uses.

Keywords: Ecology, Analysis, National Forest

INTRODUCTION

From the very beginning of its forest planning
process under the National Forest Management Act
(NFMA), the Umpqua National Forest structured
planning and modeling based on the forest's
ecology. Stratifying the forest based upon its
ecology was expected to lead to a better
representation of timber productivity, timber
management appropriate to the vegetative potential
of the land, wildlife relationships based upon
associated vegetation and economics sensitive to
the costs and benefits of particular vegetative
communities. Focusing a large emphasis of the
planning effort on ecological land classification
also meant that other major issues (primarily
recreation opportunities, watershed conditions,
and road management) not related to ecological
information, needed other land stratifications to
represent their response to forest management
activities.

THE UMPQUA NATIONAL FOREST

The Umpgua National Forest (See Figure 1) consists
of nearly a million acres (983,890) on the western
slopes of the Cascade Mountains in southwestern
Oregon. It ranges in elevation from about 1500 to
9000 feet at the summit of Mount Thielsen on the
crest of the Cascades. However most of the Forest
ranges in middle elevations between 2000 and 5000
feet. The land can be characterized as having
predominantly moderate to steep slopes forming the
Umpqua River watershed. Small portions of the
forest also drain into the Willamette and Rogue
river basins.

;/ Presented at the Symposium on Systems
Analysis in Forest Resources, Charleston, SC,
March 3-7, 1991.

2/ Program Analyst, USDA Forest Service,
Roseburg, OR

The forest's climate is generally characterized by
cool,wet winters with substantial accumulations of
snowfall above 4000 feet, and warm, dry summers.
The forest is a transition zone as parts of the
forest further south tend to have warmer drier
conditions, similar to conditions in northern
California, while the northern part of the forest
is colder and wetter, similar to conditions of the
western Cascades of Washington and Oregon. "This
area is the southern limit for the range of
Pacific silver fir, Alaska cedar, and noble fir,
and the northern limit for coast redwood, Jeffrey
pine, tanoak, and Shasta red fir... Species from
different geogg?phical areas are continuing to mix
and develop." =

The forest is overwhelmingly dominated by
coniferous forest vegetation. At the lower
elevations Douglas Fir predominates with a number
of other species including western red cedar,
western hemlock, white fir, incense cedar, sugar
pine(world record tree), and western white pine.
Moving towards higher elevations, the vegetation
transitions to include Shasta and Pacific silver
fir eventually leading to timber stands dominated
by mountain hemlock and lodgepole pine at the
highest elevations (above 5000 feet). There is
deciduous vegetation, although most is found in
the understory of dominant conifers.

As timber harvest activity grew on western forests
in the post war period, the Umpqua was one of the
last forests to be harvested heavily. It is still
characterized as a forest comprised primarily of
mature and old growth forests and it currently
ranks second or third as compared to all other

3/ Atzet and Mcrimmon, Preliminary Plant
Associations of the Southern Oregon Cascade
Mountain Province, 1990.
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national forests in its level of timber volume
produced. It provides raw material for an economy
specialized in the manufacturing of forest
products.

The Umpqua's stands are highly productive, with
estimates of potential growth as high as 140 cubic
feet per year. However, this productivity is
believed to vary across the forest with the most
productivity in the lower elevations of the
northern part of the forest, lesser productivity
in the southern part and middle elevations
(3500-5000 feet), and very low productivity in
high elevations. There are also known
difficulties in the ability to regenerate timber
stands, especially in the southern part of the
forest on south facing slopes and at higher
elevations. It was expected that ecological
stratification of the forest would capture these
differences in productivity and regeneration
potential.

STRATIFICATION. OF ECOCLASS GROUPS

The ecological stratification of southwestern
Oregon forests begins with the definition of the
ecological series based on the climax tree species
in the forest overstory. In most situations the
response of vegetation is more similar within a
series than between series. Within each series
are a number of plant associations. Plant
associations are classified based on the climax
species associated with the tree, shrub and/or
herb layers. Plant response within an association
is expected to be fairly consistent. The number
of associations within a series can provide an
indication of both the amount of land in the
series and the relative variety of plant response
within the series.

Similar to most other national forests, the Umpqua
developed a FORPLAN model to support its land
management planning effort. In stratifying
analysis areas for the FORPLAN model the primary
ecological series based on the dominant climax
vegetation was used. The series were grouped
together where the grouped series were perceived
to have similar characteristics. The groups
(hereafter called ecoclass groups) identified in
the stratification are as follows:

Western hemlock/White fir (CH-CW): This ecoclass
group is expected to contain the identified
species in a climax condition. Presently, the
climax species generally occupies an understory
condition with Douglas Fir predominating in the
overstory. This group tends to be found at lower
to middle elevations throughout the forest where
moist conditions exist. The western hemlock
series occurs more in the northern part of the
forest while the white fir series is found more in
the southern part of the forest. It was expected
that this was the most productive ecoclass group.

Although there were known to be some situations of
regeneration failure, it was felt that active
reforestation could produce desired results.

Since the initial stratification was developed, 20

‘plant associations have been identified for the

western hemlock series and 18 for the white fire
series; a total of 38 different plant associations
for the entire ecoclass group.

Douglas Fir (CD): This series is expected to
contain Douglas Fir in a climax condition. They
occur on southerly aspects throughout the forest,
but become more common further south. The drier
conditions are expected to be sufficient to
support Douglas Fir and some pines with slower
growth. Research papers and field experience
suggested that the forest needed a separate
recognition of this strata with different
management. Regeneration was expected to be more
difficult even with active reforestation efforts.
Six plant associations have been identified for
this series.

Shasta fir/Pacific Silver fir (CF-CR): These
stands are expected to climax with either shasta
or pacific silver fir, summarized as true fir
climax. They occur along the ridgetops at higher
elevations (above 3500 feet) where there is more
moisture, heavier snowpack, and colder
temperatures. Douglas fir also makes up a
substantial number of the trees found in this
ecoclass group. Field experience suggested that
this group was less productive than the CH-CW
group. Five plant associations have been
identified with this ecoclass group.

Mountain hemlock (CM): The mountain hemlock group
occurs in conditions of short growing seasons at
high elevations (generally above 5000 feet).
Mountain hemlock comprises a majority of the trees
found in this ecoclass with Shasta and Pacific
silver fir also found. Field experience suggested
that these stands were very slow growing.

Mountain hemlock is not a very desirable
commercial species and experience indicated that
regeneration of these stands to more desirable
species was difficult. More likely harvest
activity would be followed by initial natural
regeneration of lodgepole pine. Five plant
associations have been identified with this group.

Lodgepole pine (CL): Although lodgepole pine is
usually associated as a pioneer species following
disturbance, the Umpqua has some areas where
lodgepole is a climax species. These situations
occur at high elevations in frost pockets or where
moisture rapidly drains deeply into the soil.
These soils usually consist of volcanic ash or
pumice deposited after the eruption of Mount
Mazama (Crater Lake). These lands were considered
to be quite unproductive. There are 2 plant
associations within this series.

127




/

Table 1.-- Inventory Information for Each Ecoclass Groupé

Abbreviation: Ecoclass Group Area Standing Volume Mean Annual
in 01d Growth Increment
k)
Acres MCF/Acre~ CF/Acre=~
CH-CW: W. Hemlock/W. Fir 654,998 8.03 40.15
CD: Douglas fir 123,705 5.51 32.41
CF-CR: True Fir 19,801 10.07 43.78
CM: Mountain hemlock 79,924 5.23 23.24

CL: Lodgepole pine 14,449 .86 .86

a/ Data from USDA Forest Service, Final Environmental Statement Land and

Resgyrce Plan Umpqua National Forest, 1990.
MCF represents thousand cubic feet; CF represents cubic feet

c/

= Mean annual increment measures average growth over a rotation.

Nonforest: There were also a number of nonforest
ecological series recognized in the model design.
These generally fit into four groups: rock,
meadow, water, and roads. Rock included all
vegetation situations dominated by rocky soils
severely limiting vegetation, such as rock
outcrops, talus slopes, cinders, and lava flows.
Meadows included dry or wet situations where
grasses or shrubs were considered to dominate.

One interesting separation from "true"
stratification based on potential vegetation,
classified powerline corridors as meadows; since
they were actively planted with grasses and shrubs
and managed to suppress the development of trees.
Water represented permanent water situations.
Roads represented all logging roads and other
permanent conversions of land to other uses. It
was estimated that approximately 2.5% of the total
forest was contained in roads.

INVENTORY RESULTS BASED ON THE ECOCLASS GROUPS

In the early stages of its planning process, the
ecoclass groups were structured as the basis of
the timber inventory. Developing this inventory
involved two parallel processes. The first was
mapping the ecoclass groups through aerial
photography to provide the basis for delineating
the various strata. Each of the ecoclass groups
were also stratified by age class. Once these
strata were identified, inventory plots were
established and measured for each stratum. For
some of the smaller strata, there was difficulty
in measuring an adequate number of plots to
establish appropriate statistical reliability.
This limited reliability has surfaced as an issue
in appeals. Inventory results for the ecoclass
groups are displayed in Table 1.

The results of this inventory obviously brought
some surprises. The major surprise was how small
the CF-CR ecoclass group was in terms of acres and
also the information which indicated that it
contained both the largest volume and greatest
productivity of all the ecoclass groups.
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On the other hand, this left the CH-CW group
comprising nearly 2/3 of the entire forest. This
raised the possibility that too much discrete
information was being washed together in the large
CH-CW ecoclass group. To deal with this problem,
the planners considered separating the White fir
(CW) and the western hemlock (CH) ecoclasses into
two separate groups. However, when the plots in
the CH-CW group were stratified in this manner,
there was less than a single point difference in
the estimated site index. This suggested that
even if the two ecoclasses involved were separated
in the analysis, it would make little difference
in the model solution. When considering the costs
in time and money involved to make the separation,
it was concluded that the separation was not
needed. Despite this, the relative homogeneous
treatment of such a large acreage remains a
continuing problem in both modeling and plan
implementation.

WILDLIFE RELATIONSHIPS

Generally, the CH-CW, CD, and CF-CR ecoclass
groups become commonly referred to as the Douglas
Fir forest type and the CL, CM, and CF-CR as the
high cascades forest. The inclusion of the CF-CR
in both types recognizes its transitional nature.
This distinction remains a issue in determining
the appropriate habitat for management indicator
species, especially the northern spotted owl.

The Douglas Fir forest types are considered to be
primary habitat for the northern spotted owl and
the pileated woodpecker. For the gpotted owl,
primary habitat is considered to be old growth
conditions. For the pileated woodpecker, primary
habitat is considered to be mature forest or old
growth conditions. For the pine marten, primary
habitat is considered to be mature or old growth
habitat in the high cascade forests. These three
management indicator species and their habitat are
tracked over time in the FORPLAN model as a
consequence of the changes in the vegetative
stages in their habitat range.




Although found throughout the forest, populations
of big game indicator species (Roosevelt elk and
blacktail deer) were modeled as a function of the
management of inventoried winter range.
Appropriate mixes of forage and cover on
inventoried winter range were assumed to be the
critical factor influencing the forest's
capability to support these animals. Winter range
habitat was inventoried as occurring generally at
low elevations below 3500 feet on southern or
western exposures. This inventoried winter range
was associated with the CH-CW and especially the
CD ecoclass groups. Where meadows occurred in
inventoried winter range areas, the their forage
production was recognized.

There was also management for cavity nesting birds
and animals. Habitat for these species could be
provided by any of the forested ecoclass groups,
but needed to be widely distributed across the
forest.

A number of nonforest ecoclasses (meadows, rock
outcrops, etc) were recognized as "unique"
wildlife habitats. These inventoried habitats and
their forested periphery were considered for
special management prescriptions to protect these
unique wildlife values.

PRESCRIPTION DESIGN

The Umpqua developed a large number of written
prescriptions (56). The number of prescriptions
developed to respond to each major issue area were
as follows: recreation (12), riparian and
watershed issues (12), specially designated areas
(7), wildlife (18), timber (5) and custodial
management (2). Of these 56 written
prescriptions, 11 had a direct tie to the ecoclass
groups, and all of these related to the wildlife
issues previously discussed. This left 45 other
prescriptions which did not relate to the ecoclass
groups. A substantial amount of additional
spatial information had to be introduced into the
model to recognize specially designated areas,
riparian and watershed issues, winter ranges,
recreation areas and roadless areas.

Ecoclass groups also served as an important link
in developing timber management intensities and
their associated yields. Timber management was
generally divided into two types of intensities
referred to as managed or unmanaged. Of the five
timber prescriptions 3 are classified as managed
regimes and 2 as unmanaged regimes. Managed
regimes are characterized by intensive management
practices, specifically precommercial thinning and
stocking control to produce optimal levels of
growth and economic return. Planting and gains
from use of genetic stock, control of competing
vegetation, application of fertilizer, and
commercial thinning also characterized managed
regimes. Unmanaged regimes relied on natural

regeneration or planting, if natural regeneration
was not considered reliable, followed by either
commercial thinning or regeneration harvest
without any other intermediate treatments.

Managed yields were developed for the Doug&?s Fir
forests using the DP-DFSIM yield simulator—

based on the original DFSIM yield simulatori/.

For mountain hemlock stands, regenerated yields
were estimated by extrapolating height—ggywth
curves from research on mountain hemlock~ .
Unmanaged yields developed for all ecoclass groups
were developed from growth relationships based on
empirical yield data. Generally managed yields
were estimated to produce twice the volume of
unmanaged yields even without the use of
commercial thinning (See Figures 2 and 3). This
difference between the managed yields developed
with DP-DFSIM and growth relationships in the
empirical yields has become a significant issue in
appeals of the plan.

A summary of the management practices associated
with each ecoclass group is presented in Table 2.
The intensities prepared for CH-CW and CD groups
assumed active reforestation followed with the
intensive management practices shown in the
table. The CD, CF-CR and CM ecoclass groups were
scheduled for shelterwood harvest with overstory
removal following ten years after the initial
entry. For the CF-CR group, regeneration could be
done either by planting with genetically improved
stock to produce a regenerated stand consisting
primarily of Douglas Fir or use of natural
regeneration with an unmanaged intensity.

For the CM group, intensities were initially
developed with the same types of regimes as the
CF-CR group, although genetically improved stock
was not considered to be available. One problem
was that with an assumption of active
reforestation, the per acre present net value of
an acre in timber management (including the value
of removing the existing stand) was quite
negative. With further review, it was determined
that regeneration with natural seeding following a
shelterwood could be considered to be sufficiently
reliable to permit a managed timber regime without
active reforestation. Thus, both the managed and
unmanaged regimes relied upon natural
regeneration.

4 Johnson and Sleavin, DP_DFSIM -- Overview
and Users Guide, 1984

3/ Curtis, Clenden, and Demars, A New Stand
Simulator for Coast Douglas-fir: DFSIM Users
Guide, 1981.

é/ Johnson, Site Index Equations for Mountain
Hemlock on three Habitat Types in the Central
Oregon Cascades, 1981.
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Figure 2
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Table 2.-- Modeled characteristics of Ecoclass Groupsé

/

Ecoclass Group

Hemlock/Fir Douglas Fir True Fir Mtn. Hemlock
CH-CW CD CF-CR CM
Intensive Practices
Genetic Stock Yes Yes Yes No
Vegetation Control Yes Yes Yes Yes
Precommercial Thinning Yes Yes Yes Yes
Fertilization Yes Yes No No
Commercial Thinning Yes Yes Yes Yes
Regeneration Method Clearcut Shelterwood Shelterwood Shelterwood
Natural Regeneration No No Yes Yes
Managed Rotation Agg/ 65 85 95 165
(Based on 95% CMAI)-
Unmanaged Rotation ége 65 125 75 165
(Based on 95% CMAL)—
Present Net Value~ 8033 1590 6107 -4
a/

= Data from USDA Forest Service, Final Environmental Statement Land and

Resgyrce Plan Umpqua National Forest, 1990.

95% CMAI represents 95% of the culmination of mean annual increment of

grog;h in cubic feet.

Present Net Value is based on the most efficient regime and includes
the costs and values of harvesting the existing stand, including road access.

PNV is based on a 4% discount rate.

Economic information was also related to ecoclass
groups. The value of timber was based on
transaction evidence of the actual price paid for
each species of timber harvested on the forest
over a 6 year period. For each ecoclass group,
the stumpage value of each species was weighted
(based on share of standing volume) to form an
average stumpage value. When the CF-CR was
planted, the mix of species was assumed to be
changed from the existing mix and values were
adjusted accordingly. Since Douglas Fir is the
premium species on the forest, the value of timber
in the ecoclass groups varies according to the
share of Douglas Fir.

Cost information also varied somewhat by ecoclass
group. A separate cost of reforestation was
established for each ecoclass group based on the
difficulty of reforestation as indicated by an
analysis of earlier reforestation efforts. The
CD-CP lands were the most expensive and the CM and
CF-CR lands were the least expensive when natural
regeneration was used. Other costs generally
varied as a function of harvest method. Since
shelterwood harvest required two entries, the
ecoclass groups which used shelterwood harvest
were more expensive to log.

MODELING RESULTS

In the model's selection of intensities for timber
management and scheduling of land for timber
harvest, the results are relatively predictable.
The FORPLAN model generally assigns the
intensities with the highest PNV if using PNV
objective functions, and usually also assigns the
intensities with the highest PNV when maximizing
timber in the objective function. Since there is
a general association of high volume with high
PNV, this is fairly predictable. However, there
were a number of other important patterns present
in the model results which required consideration
and often adjustment through the addition of
constraints.

For the CH-CW group, two intensities were usually
selected. The first featured intensively managed
short rotations without any commercial thinning.
The second featured a rotation which was
approximately two decades longer, but included two
commercial thinning entries prior to

regeneration. In terms of PNV, the two regimes
were nearly identical, but the commercial thinning
intensity produced substantially more volume over
the entire rotation than the short rotation.
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In nearly all runs, both of these intensities were
selected to some degree, whether timber or PNV was
maximized in the objective function. Scheduling
constraints were important in influencing the
intensity selection. Short rotations were needed
in nondeclining flow runs, usually to provide
replacement volume as soon as possible. In
departure formulations and when maximum timber
(over all periods) objective functions, the
rotation with thinning was more often selected.
The thinning intensity removed volume in the thins
which reduced overall productivity for the
rotation, as compared to another thinning
intensity which maximized volume over the entire
rotation. This later intensity was rarely if ever
selected by the model, even in maximum timber
runs. Since it contributed minimum volumes in
early thins, it was not useful in meeting
scheduling constraints and did not contribute to
increasing PNV or first decade timber volume.

For the dry site Douglas Fir (CD) group, the
managed intensity with commercial thinning was
usually selected. The managed short rotation, was
not short enough to make a better contribution to
meeting scheduling constraints than the longer
rotation with thins. Volume produced by the thins
did contribute to meeting scheduling constraints.
In relatively unconstrained runs, other
intensities were rarely selected.

For the CF-CR group, the selection of intensity
varied between the one with the highest PNV
(natural regeneration in an unmanaged intensity)
and the most timber production (reforestation with
genetics followed by intensive management with
commercial thinning). Usually, the regime
selected matched the objective function. The
earlier age of 95% CMAI for the unmanaged
intensity contributed to its selection. There was
also a tendency to select the managed intensity
for first and second decade harvests and existing
plantations.

Intensities selected for the mountain hemlock (CM)
generally varied between either no timber
management or the unmanaged intensity. Both
harvesting intensities produced volume so late in
the planning horizon that they could not affect
the solution. Since the unmanaged intensity
avoided the costs of precommercial thinning it was
preferable in PNV formulations. Curiously, the
use of nondeclining flow constraints with PNV
objective functions usually assigned all of the
mountain hemlock to the timber base. When
nondeclining flow constraints were relaxed in
departure formulations, substantial acres of this
ecoclass group drop out of the timber base. This
occurs because harvesting the mountain hemlock in
later decades allows harvesting more Douglas Fir
volume in the early decades as a result of
constraint. With the constraint removed, there is
no economic need to harvest the mountain hemlock.
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In harvest scheduling, the model sequentially
harvested all of the mature volume of the most
efficient ecoclass group (CH-CW) first, followed
by a complete harvest of mature volume on the
ecoclass groups of intermediate efficiency (CF-CR
and CD), and last by the least efficient group
(CM). This was perceived as unacceptable to the
Forest ID team. As a result, upper limits were
placed on the share of each ecoclass group which
could be harvested in each decade. For some
alternatives, there were even minimum constraints
which forced a share of each ecoclass group to be
harvested in each decade.

The addition of constraints modified the pattern
of sequential harvesting in order of the most
efficient ecoclass group, but the pattern
persisted up to the levels permitted by the
constraints. When requirements for minimum
harvest were introduced for the mountain hemlock
group, acreage was once again removed from the
timber base in nondeclining flow runs with PNV
objective functions. When an objective function
of maximizing volume was used, nearly all of the
mountain hemlock was included in the timber base,
but volume was not increased appreciably.

Some other types of constraints also affected the
types of intensities selected for the various
ecoclass groups, although they did not have a
substantial impact on the level of timber volume.
When either tighter constraints limiting acres
harvested or objectives for larger trees in the
future were applied, the acres of CH-CW assigned
to the short rotation prescription diminished and
the longer rotation with commercial thinning
increased. Limits on acres harvested in viewsheds
had a similar effect and in some cases selected
the thinning intensity which maximized timber
volume over the long term.

There were also a number of special prescriptions
where the variation in the response of ecoclass
groups based on efficiency considerations was
relatively predictable. One of these was a
prescription (Snag habitat) which partially
harvested lands to leave residual trees for snag
habitat. Constraints in the model required
certain levels of snag habitat, for which the snag
patch prescription provided the highest level. In
unconstrained runs, the snag patch prescription
tended to be assigned to the least efficient
ecoclass groups (CM and CD). Since this was not
spatially feasible, constraints also had to be
added to require an appropriate minimum share of
each ecoclass group to be assigned to the snag
patch.

Another unique prescription was the four part
winter range prescription which intensively
managed winter range areas to maintain an optimal
mix of forage and cover conditions. The four
parts consisted of two long rotations (one of 100




and one of 200 years) each applied to 20% of the
prescription area; a very short rotation (50-60
years) applied to 50% of the prescription area,
and permanent openings from either existing
meadows or created openings which applied to 10%
of the prescription area. The four part winter
range prescription was the only way in which the
dry site Douglas fir (CD) lands could be harvested
with clearcutting. As a result, the four part
prescription tended to be assigned relatively more
frequently to dry site Douglas fir lands than
other timber intensities. This prescription also
permitted the shortest rotations for both the
CH-CW and CD ecoclass groups. With this
scheduling flexibility the four part prescription
was selected in nearly all runs, even those which
used maximum timber objective functions in
unconstrained situations. Within the
prescription, long rotations for cover were
usually assigned to the CD ecoclass group, while
the shorter rotations were assigned to the more
efficient CH-CW ecoclass group. In order to avoid
the high costs of reforestation, when permanent
openings were created they were more often created
out of the CD ecoclass group than the CH-CW group.

REMAINING PROBLEMS

As the Umpqua has moved from plan formulation to
plan implementation, there are a number of
problems created by the modeling of the ecoclass
groups which are becoming an issue in plan
implementation. Most often these problems result
from the sweeping assumptions made about the
ecoclass groups. They also occur as a result of
the relatively soft science of ecological mapping
and vegetation management. Finally, there is
tension between management by ecology versus
management for other resources.

Of these the homogeneous classification and
management problem is probably the most serious.
This is especially true for estimates of timber
volume and management practices associated with
the CH-CW ecoclass group.

There is a widespread concern that the estimates
of standing volume and projections of future
volume are incorrect. While most internal and
environmental concerns suggest that volume
estimates are inflated, industry appellants have
argued that the volumes are underestimated.
Reviews of site specific estimates of standing
volume exhibit so much variation that they are not
useful in determining if there is an over or under
estimation. Since these volumes form the basis for
estimating allowable sale quantity and timber
targets, they are a particularly important factor
in directing forest management. The greatest
concern is that an overestimation of timber volume
leads to a situation where more acres are
harvested than projected by the model. Plan
standards and guidelines cannot be met and future

ability to sustain production levels is
threatened.

The other problem is the determination of harvest
methods. A basic sequence of harvest methods was
assumed in modeling each ecoclass group. It is
now clearly emphasized that the determination of
harvest methods must be made in a site-specific
project analysis. The Forest Service is also
moving to reduce the magnitude of clearcutting.
Already, there are indications that the sequences
of harvest methods programmed in FORPLAN for each
ecoclass group are not appropriate. A mixture of
several methods would be more appropriate. On the
other hand, the modeling of each ecoclass group
defines an "implicit" guideline for selection of
harvest method since it is the basis of
calculating allowable sale quantity. Changing the
harvest method from that modeled in FORPLAN will
require added documentation and effort. Also
since clearcutting removes the total amount of
standing volume, use of any other harvest method
which harvests less tends to impose on the
District a need to harvest more acres to make up
for the reduction of volume.

Identification of ecological land units remains as
much an art as a science. The Umpqua relied on
interpretation of aerial photography to map its
ecoclass groups. Identifying the ecoclass groups
in this manner relies on professional judgement.
Determining climax ecoclass while the area is
occupied by transitional vegetation relies even
more heavily on this judgement. More subtle
characteristics of ecological land units contained
in the vegetative understory may be very difficult
to identify through aerial photography and site
specific evaluations may be needed. The mapping
of the Umpqua by ecoclass groups has been
questioned by a number of outside reviewers.
Mapping of the Umpqua by ecological series and
plant association has begun. This promises to be
a substantial and expensive undertaking, likely to
be subject to critical review.

While management through ecological land units was
one of the basic building blocks for developing
the Umpqua's land management plan, its importance
was limited in dealing with other resource
questions. At the outset of the planning process,
the forest sought to relate most of its central
resource questions to the ecoclass groups. It
simply did not work. Recreation, watershed,
fisheries, and big game resource questions did not
relate well to situations related to ecoclass
groups. These resources required identification
of other land parameters (recreation areas and
viewsheds, soil types and drainages, riparian
areas, and winter ranges) in order to address
their issues. Only timber management intensities
and tracking of habitat for wildlife indicators
related well to the ecoclass groups.
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Since the primary focus of the model has been on
vegetative management with an emphasis on
determining the highest level of ASQ, emerging
changes since the initial formulation of the model
are not represented in the model. At the outset
of the planning process, recommendations from
resource specialists for modeling their rescurces
tended to avoid reducing timber harvest levels.
Actual resource constraints introduced into the
model have become standards and guidelines in the
Forest plan. However, specialists are also
preparing recommendations for site specific
project evaluations which go beyond the plan
standards and guidelines. Often the effects of
these recommendations have never been estimated
with the model. District personnel, aware that
their project analyses are likely to be reviewed
in court are reluctant to select projects which
are inconsistent with these recommendations even
if they are consistent with plan standards and
guidelines. This situation is likely to lead to a
systematic underachievement of timber outputs
relative to the assumptions of the plan.

RECOMMENDATIONS FOR THE FUTURE

The central tension in national forest management
focuses on production of commodity outputs
(primarily timber) and conservation or
preservation of forest vegetation central to other
resource uses. Recent modeling of national
forests has focused on maximum commodity
production subject to a defined set of
environmental constraints. Forest plans now serve
as the basis for determining timber targets, but
the harvest methods and resource effects on which
they are based must be revaluated on a site
specific basis. Rather than resolving or reducing
this central tension, this approach further
exacerbates it. As long as the predominant
direction from Congress focuses on the quantity of
timber to be sold, while ignoring the consequences
of the practices needed to produce this timber,
this central tension will persist.

A more balanced approach focuses on more carefully
defining a set and quantity of vegetative
practices and other management activities needed
to produce the full set of multiple use benefits.
Congress then focuses on funding these levels of
activities with feedback and evaluation of the
results produced. Forest plans can serve as the
mechanism to define the level of these practices,
with flexibility for amendment and revision.
Current forest plans are not very far from serving
as a basis for this future. The primary change is
an added emphasis on vegetative management
practices and a reduced emphasis on quantifying
timber volume.

An emerging view of the analysis in the first
round of national forest planning is that FORPLAN
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models were too complex and produced unworkable
solutions. As FORPLAN results are disaggregated,
these problems become apparent. One paper
presented at this conference demonstrated this
problem foy/several forests in the Pacific
Northwest .- Another paper indicated that the
exploitation of allowable cut effect over time,
leads tog? systematic overestimation of timber
outputs.— Yet timber volumes remain the most
meaningful result of FORPLAN models, as they
provide the basis for determining the "hard"
timber target. Only a softening or elimination of
the timber target is likely to create a situation
where proper vegetative management comes first,
and getting the cut out comes second.

Use of ecological land units offers promise as a
basis for developing vegetative management
practices appropriate to particular ecological
communities. Greater understanding and accuracy
can result in identifying the effects of these
practices. However, we have a long way to go in
developing information which is meaningful and
scientific. While ecological series and plant
associations have been identified for southwest
Oregon, they need to be mapped. All that
presently exists in estimating the response of
these associations to vegetative management, is
the recommendations of ecologists and general data
such as that used by the Umpqua. Information
measuring the effects of vegetative practices with
links to these associations needs to be compiled
and analyzed to provide a scientific basis for
better forest planning and management. Developing
such information will take years, if not decades
to clearly establish.

If this type of information can be collected,
models will be needed which can simulate the
response of a wealth of indicators to activities
on a large number of detailed land units. With
data for each plant association, watershed,
viewshed, soil type, etc., better estimations and
determinations can be made of future outputs and
forest conditions. The general view of the first
round of national forest planning was that the
analytical capabilities of FORPLAN were far beyond
the data available for the model. The next round

.of forest planning is likely to change this by

having more detailed data than can currently be
analyzed by models available today. As this paper
clearly shows, the introduction of more detailed
land data into FORPLAN also requires the addition
of more constraints to control how the model
schedules vegetative practices for each land
stratum. Adding more detailed stratifications

1/ Merznich, Spatial Disaggregation Process
and map display of feasible harvest schedules for
small drainages, 1991

§/ Daugherty, Dynamic Inconsistency in Forest
Planning, 1991




will only lead to more complex linear programming
models.

Alternatives are to develop analytical tools
capable of simulating the effects of a program of
vegetative management on all of the identified
strata or the establishment of a hierarchical
system for planning. This kind of a hierarchical
system captures the site-specific detailed
information at a project or planning area level,
then collapse§/this detail for consideration at a
higher level.=

The promise of the science of ecology, is that
national forests can do better in meeting multiple
use demands while avoiding the destruction of
important plant and animal communities. Ecology
represents a system for understanding forest
interactions over long periods of time. Much
additional research is needed to complete this
system for even a single forest. Even with such
information, forest planners and managers will
continue to face difficult decisions in meeting
demands for forest uses. A change in emphasis,
to manage vegetative communities, rather than
produce outputs may help to reduce the central
tension straining our national forest system.

9/

8’ Connelly, Area Based Forest Planning,
1988.
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INTEGRATION OF ECOLOGICAL CLASSIFICATION

AND VEGETATION MANAGEMENT INVENTORY SYSTEMS

FOR ANALYSIS AND PLANNING ¥

James B. Hart, Jr.
Larry A. Leefers
David T. Cleland?/

Abstract.-- Ecological land maps with interpretations and forest type maps
with associated data were integrated for a 10,033 acre area comprised of
extensive red pine plantations, native upland hardwoods and aspen, and
minor acreages of swamp conifers. Experiences integrating ecological and
type maps, and developing integrated information for analysis are

discussed.

Keywords: ECS, VMIS, Area Analysis, Opportunity Area

INTRODUCTION

Historically, forest land management relied on forest cover
type maps, forest inventory data, county soil survey maps and
silvicultural prescriptions for timber management planning.
Management decisions were made concurrently for the other
multiple use values. Over the last decade greater emphasis has
been placed on integration of information and analysis to
prepare forest wide management plans, particularly within the
USDA Forest Service. The greater availability of computers
coupled with ecological data analysis, systems analysis and
geographic information system (GIS) techniques are important
factors that coincide with public demand for new perspectives
in management.

The Huron-Manistee National Forests, North Central Forest
Experiment Station and Michigan State University have been
involved in utilizing these new techniques and analysis
approaches since 1983. The 3 basic initiatives to which this
paper relates are 1) Ecological Classification System (ECS), and
associated mapping and interpretations, 2) Vegetation
Management Information System (VMIS) and associated type
mapping and inventory information, and 3) integration of maps
and information for analysis of a 10,033 acre area. These 3
initiatives were used by an interdisciplinary team on the
Cadillac Ranger District to conduct systems analysis at a more
comprehensive level than done historically.

1/ Presented at the Symposium on Systems Analysis in Forest
Resources, Charleston, SC, March 3-9, 1991.

2/ Associate Professors of Forestry, Michigan State University,

East Lansing, MI; and Forest Ecologist, Huron-Manistee
National Forests, Cadillac, MI.
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Land management agencies are now involved in forest
resource planning and systems analysis over a range of scales
including stands, compartments, opportunity areas, districts,
forests, states and regions. Several questions arise regarding
systems analysis at these scales including: 1) what technologies
can be effectively used to handle information and perform
analyses, 2) what technologies and information will be useful at
various scales, 3) how can existing maps and information
databases be combined for analysis, and 4) what will be the
time and costs for integration of maps and databases.

Specific objectives of this paper are to briefly describe the
ECS and VMIS systems, document techniques used to prepare
an integrated map and database of current and potential
conditions, present results, and discuss how this technique can
be used for planning and management of forestlands.

ECOLOGICAL CLASSIFICATION SYSTEM (ECS)

The Forest Service ECS evaluates, classifies, maps and
interprets ecological information on forestlands that are useful
for management. Important characteristics of ECS include 1)
use of multiple factors, 2) incorporation of regional climate
effects, 3) recognition of geomorphic landform geology,
physiology and hydrology influences on local ecology, 4) use of
natural vegetation, 5) incorporation of soil and groundwater
information to ecologically classify local ecosystems, and 6)
provision for mapping landscape ecosystems at large to small
scales for planning as well as stand prescriptions.

Forest management is increasingly being based on biotic
and abiotic evaluations at multiple scales. The ECS, since it
maps forestlands based on potential natural vegetation and
abiotic land characteristics, is effective for predicting changes
in vegetation, animal habitat and animal populations over time
intervals of decades and probably centuries (Bailey 1982).




The ECS is a hierarchical system (Miller 1978). Climate has
uniform influences at a relatively broad scale (Bailey 1988,
Denton and Barnes 1988), with hydrology influences at a
moderate scale. Local systems are further characterized by the
ecosystems’ components of vegetation and soils at scales of 5
acres or more, and are called Ecological Land Type Phases
(ELTP) (USDA Forest Service 1982).

An ELTP is best described as a delineated area of land with
predictable climatic, geologic and hydrologic relationships
(Hart 1988) and with known potential natural vegetation and
soils (Cleland et al. 1985, 1988). These units also have
predictable successional pathways (Host et al. 1987), and are
the map unit of appropriate scale for integration with stand
maps. Therefore, they provide a useful building block for
ecologically-based analyses (Barnes et al. 1982, Leefers et al.
1987).

VEGETATION MANAGEMENT INFORMATION SYSTEM
(VMIS)

This system is a computerized database used by the Forest
Service Eastern Region to manage information routinely
collected on compartments and stands. It is part of a program
which primarily evaluates, classifies and maps forest overstory
vegetation types and contains important information for stand
silvicultural decisions. The delineated stands reflect areas of
uniform current vegetation. This current condition occurs due
to recent management as well as natural ecological processes.
Periodic re-evaluations and updates are made to the stand maps
and inventory so that they always map current conditions and
supply information reflecting past management and stand
growth effects. The VMIS is unconcerned with climate,
geology, soils, hydrology, or many ecological characteristics.

INTEGRATION OF ECS AND VMIS INFORMATION

Interdisciplinary planning requires integration of various
types of data and information. To provide a basis for sound
ecologically-based forest planning, VMIS and ECS information
must be integrated. This can be accomplished in a rudimentary
fashion by visually comparing separate maps and tabular
summaries or by systematically combining both sets of
information on a map and in a database. Then the information
is more fully integrated and accessible.

By integrating this information, it is possible to define
subunits of the forest (e.g., stands) and their current condition,
and to predict vegetative changes and possible future
conditions. This, of course, provides a foundation for
analyzing various management alternatives for that subunit.

In the Eastern Region, national forests have delineated
opportunity areas (OAs) which generally range from 5,000 to
10,000 acres in size. These OAs are contiguous areas for which
an integrated resource analysis is performed. The remainder of
this section presents characteristics of the Kellogg Block OA,
methods used to develop an integrated YVMIS/ECS map and
database, and results of the integration work. These results
would be followed by the OA analysis.

Kellogg Block ortunity Area

The OA upon which this report focuses is known locally as
the Kellogg Block. It is located in the Cadillac Ranger District
of the Huron-Manistee National Forests. Much of the area was
forested with mixed hardwood stands prior to the turn of the

century. Following a period of intense harvesting, a large
portion of the area was briefly used for agriculture, abandoned,
and then planted to red pine during the Civilian Conservation
Corps era. Other portions of the area have regenerated to
natural hardwood stands following the turn-of -the-century
harvesting. The Kellogg Block has been managed under
multiple use objectives since the late 30’s.

Initial 1988 data for the OA of 10,033 acres indicated the
Kellogg Block had 21 different forest type classes, 16 different
ELTP classes, and 361 delineated stands. Current vegetation
consisted of second growth native upland hardwoods, aspen,
significant areas of planted red or jack pine, and minor
acreages of swamp conifers. A unique feature of the Kellogg
Block is the large acreage with red pine which was planted by
the Civilian Conservation Corps.

Methods
The chronological approach used was as follows:
A. STAND TYPE AND ELTP MAP RECONCILIATION

1. Procure USFS compartment/stand maps (black on white
copies, 2"/mi). :

2. Procure ECS Ecological Land Type Phase (ELTP) maps
(on 4"/mi CIR photos).

3. Prepare composite ELTP maps at 4"/mi and reduce to
2"/mi acetate transparencies.

4. Systematically overlay ELTP transparency on stand maps
and ocularly estimate percentages of stand areas on
various ELTPs. Up to 5 ELTPs were identified for a
stand. Estimates were made to 5 percent using dot grids
and soil mottling charts as guides. Time required and
characteristics of each compartment were recorded.

B. DEVELOP ELTP DATABASE ON MICROCOMPUTER

5. Enter compartment, stand, ELTP codes and ELTP
percentages into a microcomputer database.

C. DEVELOP CURRENT VEGETATION (VMIS)
DATABASE ON MICROCOMPUTER

6. Perform VMIS queries of appropriate stand and
management history fields on the USFS Data General
computer system and obtain ASCII text file output.

7. Download the stand and history query files in ASCII
format to a mini-computer and use a BASIC program to
remove blank lines, remove comment lines, rejoin word-
wrapped lines, and write the file to a reformatted ASCII
file. This process took approximately 45 minutes for 10
compartments, 361 stands, 10,033 acres.

8. Import the VMIS ASCII file into a separate database
table.

D. COMBINING OF VMIS AND ELTP MAPS AND
DATABASES

9. Database procedures were used to systematically compare
the ELTP and VMIS databases.

10. Compartment and stand VMIS data were reconciled with

the ELTP data using the VMIS data as a base. Stand
number assignments to roads were checked.
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11. Updated silvicultural examination data for 70 stands
were obtained and entered into the VMIS database. This
was necessary because the updating was not completed on
the USFS Data General System prior to running the
original query.

12. Database procedures were used to sort, list and analyze
the stands with 2,3,4 or 5 ELTPs to determine which
stands had very different ecological types. Areas of
distinctly different ecological types less than 5 acres were
ignored. Areas with similar ELTP were retained and
recoded with a conservative assignment of ecological
type.

13. A database procedure was used to transfer ELTP data
and ELTP adjustment notes to the VMIS database table.

14. Database procedures were written to compare VMIS
forest type and site indices to stand ELTP data. Those
stands with major discrepancies (e.g. forest cover type
impossible for a given ecological type) were reviewed by
USFS personnel to resolve differences.

15. The combined VMIS-ECS database was restructured into
1 information source.

E. INTERROGATIONS AND LISTINGS OF VMIS/ELTP
DATA

16. Summaries of acres by ELTP and Forest Service type
were prepared.

17. Sorted listings of stand condition by Forest Service type,
ELTP, basal area, age and DBH (Diameter Breast Height)
were prepared for use in developing stand management
alternatives.

18. Groups of forest cover types and ELTPs were developed
for analyses.

Original plans were to utilize microcomputer and/or
mainframe geographic information system (GIS) programs to
perform the spatial analysis of ELTP and stand maps (i.e.,
reconciliation). Due to the developmental nature of the project
and unavailability of previously digitized data, the decision was
made to not use GIS techniques on this relatively small area of
10,033 acres with 361 stands. However, this technology is
developing rapidly and GIS analyses would be very applicable
for future efforts of this type.

Results

The 18 steps listed above were completed at widely
interspersed times over a several month period as time
permitted and the information needs were defined in the
interagency interdisciplinary planning and analysis effort.

The first 4 steps were relatively simple to perform and
required a minimum of time once the maps and overlays were
obtained. The actual time spent performing step 4 for the 10
compartments in the 10,033-acre opportunity area was 5 hours.

Of the 361 stands tabulated in step 5,
98 were areas with 2 ELTPs,
15 were areas with 3 ELTPs, and
2 stands had areas of 4 ELTPs.

Sixty-eight percent (246) of the stands were delineated on 1
ecological type (over 95 percent of stand area and less than 5
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acres of ELTP inclusion). Of the 31 percent with 2 or 3
ecological types, many stands occurred on ELTPs which would
perform similarly with management.

Following input of the VMIS query into a database (steps
6-10), the joint interrogation of the 2 data bases indicated that
some stands existed in VMIS but were not identified on the
maps. Discussions with District personnel determined some
stands were roads while other discrepancies were due to data
updates. These were corrected in step 11.

A listing of all the 115 stands with more than 1 ELTP for
the stand was prepared and reviewed with District personnel.
The result was a set of 49 changes to be made in the VMIS
database. Changes involved splitting some stands because the
ELTPs were very different and significant acres were involved,
correcting some ELTP assignments based on field observations
and professional knowledge, and ignoring small areas of similar
ELTP or small acreages within a stand. During steps 12-15,
changes can be summarized as follows:

6 new stands delineated and stand data entered

7 stands enlarged in size

15 stands decreased in size

3 stands assigned new Forest Service types

23 stands assigned new ecological types

6 stand adjustments involved roads.
The total area involved in the adjustments was 502 acres, or 5
percent of the OA. Adjustments between 2 stands involved
289 acres (2.8 percent of OA). Most changes involved 5-20
acres per stand. These changes include both VMIS/ECS
integration and VMIS data updating effects. Table 1 presents
the areas, number of ELTPs and stands, and stand sizes for
compartments of the Kellogg Block.

Based on planning process decisions, the Forest Service
cover types were grouped, the ELTPs were grouped, and a
cross-tabulation between Forest Service cover type and ELTP
groups was prepared (table 2). These tabular data and age clas:
listings were the basis for preparing cover type-ELTP-age clas
groups to be used in the OA planning and analyses portion of
the project. The principal information made available from
VMIS and ECS for planning are presented below:

Source Information
VMIS Compartment number
Stand number
Size of stand in acres
Land use code
Forest Service cover type
Size density class
Total basal area
Mean DBH
Operability
Primary species code
Site index for primary species
Productivity growth for primary species
Year of origin

ECS Land type association
(larger ECS map unit)
Ecological land type phase
(ELTP, detailed ECS map unit)
Remarks noted during VMIS/ECS
reconciliation and integration
Potential natural vegetation types
Mean annual tree increment (cf/ac/yr)
Composition of regeneration in
unmanaged stands




Site index of major commercial
species

Understory plant community types

Coverage and frequency of understory
and ground flora

Probable successional pathways

Soil series and soil interpretive
information

Presence of textural substratum

Presence of subirrigation

Slope class

Table 1.--The area, number of ELTPs and stands, and stand sizes in
compartments of the Kellogg Block Opportunity area.

COMPARTMVENT TOTAL AND SIZE
AREA ELTPs STANDS MEAN MAXIMM
Number Acres

96 869 4 18 48.3 354
97 1843 4 54 34.1 422
101 967 5 52 18.6 131
102 1361 6 62 22.0 229
103 1985 4 26 76.3 732
106 922 8 53 17.4 76
107 536 6 30 17.9 53
109 407 4 20 20.4 79
110 202 6 13 15.5 45
111 941 3 39 24.1 182
i0 10033 16 367 27.3 732

Table 2.--Sunmary of acres for U.S. Forest Service cover type groups occurring on ELTP
Groups for the Kellogg Block QA,

------------------- Area by Forest Service cover type (acres)----eweevemummanoa-
ELTP Aspen-2 Jack Oak- Red-Wh. Spruce- North Oak Low Wet Non-  TOTAL
GROUP Types: Birch Pine Pine Pine Heml. Hdwd. Hw-Con Forest A(RES
Codes:91,932/ 1 48,49 2,3 4,5,16 81,82 53,55 14,18 97,98
84,85 59 76,71 99
20,21,22%/ 890 646 49 4810 4 12 241 177 6829
23,25 10 68 2 80
33,35 871 413 254 274 31 1843
37 48 48
40 88 69 290 63 3 513
43 2 2 4
45 131 16 64 280 20 20 531
61,62 11 1 12
64 6 5 11
74 75 68 4 147
81 15 15
TOTAL 2113 731 49 5645 4 617 535 86 253 10033

2/ Numbers are Forest Service codes for cover type.

2/ Numbers are Forest Service codes for ecological land type phases.
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CONCLUSIONS

During interdisciplinary team analysis of the Kellogg Block
area, it was not difficult or time consuming to obtain
compartment/stand maps, VMIS information, ELTP maps, and
ECS information. Reconciliation of stand type boundaries and
current condition VMIS information with ELTP delineations
and ecological potential information was also relatively easy
and not time consuming. The 18 step reconciliation and
integration procedure used in this study could be implemented
on larger analysis areas using GIS capabilities. The combined
map and associated database give location, size, current
characteristics and projected future conditions of lands.

The 367 stands, 16 ecological land type phases, and 21
Forest Service types occurring in this 10,033-acre area were
sufficiently complex to define the procedures, relative times
required and magnitude of changes resulting from
reconciliation and integration of VMIS and ECS information.
Twenty-seven percent of the stands occupied lands with 2
ELTP classes, 4 percent had 3 ELTP classes and 1 percent had
4 ELTP classes. Relatively few of the stand delineations were
revised. By grouping ELTPs judged to have similar ecological
potentials, and accepting boundary slivers which were less than
5 percent of stand size, only 49 changes were made in the stand
maps and associated VMIS database. The reconciliation process
identified several errors in type assignments in the VMIS
database, and the VMIS database identified several stands
which were mapped with incorrect ecological types. Some
"stands" were roads. In most instances, stand boundaries were
in close agreement with ecological landtype boundaries and
map and database revisions were not made because boundary
differences involved less than 5 acres.

The process resulted in a single map with 1 linked database
of pertinent information for management. The map and linked
database include information on current conditions and greatly
increased information for projecting future conditions with
management alternatives. The information was used for
developing and analyzing management alternatives.
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LATLONGY

John W. Armstrongg/ and Gerald C. Franci/

- -

- -

LATLONG is a commputer program that
allows natural resource managers to
easily convert township, range, sec-
tion and quarter section to latitude
and longitude in degrees, minutes and

seconds.

- o o o T

The square system of public land survey found
throughout most mid-western and western states
originated as a recommendation by a committee on
the subject chaired by Thomas Jefferson. The
recommendations of the committee became law with
the passage of a Public Land Survey Bill in 1784.
Modifications to the original law were made in
1796 and 1800. Since then the basic provisions of
the law have remained virtually unchanged.

Following the procedure specified in the public
land survey law, a north-south principle meridian
is established for each state. At some convenient
point near the center of the state, the meridian
is intersected by an east-west running baseline.
In Idaho, the principle meridian is identified as
the Boise Meridian. North-south running
Auxilliary Guide Meridians are established at 24
mile intervals east and west of the Principle
Meridian. Similarly, east-west running Standard
Parallels are established at 24 mile intervals
both north and south of the Baseline.

The 24 mile squares deliniated by the meridians
and parallels are further sub-divided into
squares, 6 miles on a side, called Townships.
Townships are numbered consecutively from the
intersection of the Principle Meridian and the
Baseline and are further identified by their
direction north or south of the Baseline and east
or west of the Principal Meridian.

- o - - " V. - " - " G o
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Townships are divided into 36 squares, 1 mile on a
side, called Sections. The Sections are numbered
in an east-west direction starting with 1 in the
northeast corner and continuing in a serpentine
pattern to 36 in the the southeast corner. Each
section is 640 acres in size. Sections are futher
subdivided into half sections, quarter sections or
even halves or quaters of quarter sections by
describing the appropriate coordinates; ie, north
1/2, NE 1/4, SE 1/4 of the NW 1/4 and so on.
Section and quarter section corners are monumented
on the ground as a part of the original public
land survey. A particular spot on the ground is
defined by Township # N or S, Range # E or W,
section #, and Quarter Section with additional
descriptive subdivision as necessary.

Irregularities in the square pattern are created
when offset corners are established to correct for
curvature of the earth. Errors in the ground
surveys also result in irregular section lines.

While the implementation of the Public Land Survey
system may seem a bit involved and although some
errors have been made in surveying and monumenting
the corners, the system has been a huge benefit in
that ownership patterns are much more uniform and
systematic than 1s the case in the original 13
colonies where the system of metes and bounds was
used to survey land.

A disadvantage of the Public Land Survey system is
the irregularity caused by having the system
implemented state by state, by numbering townships
in all four directions from the intersection of
the Principle Meridian and the baseline, and by
numbering the sections in a serpentine manner.
Such a system makes it difficult to define one
point on the ground in relation to another point,
or to other points, on the ground. This causes
problems in tree improvment work where breeding is
done within biologically defined breeding units
and where material may be moved among states or
even among foreign countries.
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then determining the cumulative leaf area

index above the seedling within a large search

distance. If the competition is less than
a threshold amount, the seedling is estab-
lished; otherwise it is discarded (e.g.
assumed not to live).

¢ Mortality in the current version is sim-

Ply caused by the loss of crown below a thresh-

old. Other types of mortality may be im-
portant but have not been considered in this
example.

® Stem area increment, as stated previously,
follows the assumption of a shape similar
to that published by Long et al. (1981).
Admittedly these functions are hard to pa-
rameterize, but they were designed to fol-

low the biological functioning of stem growth.

The sequence of steps through the model is in
the same order as it is are presented in this
list.

"Utilities" are the routines that allow stand
manipulations such as thinning and pruning. Thin-
ning is specified by selecting individual trees
by number or location. Pruning can be spec~
ified as either a relative height lift of a fixed
height 1lift.

Example Plantation Stand - ht vs, Time

5 10 15 20

Time

Figure 5: Height growth for all trees in
the simulated stand. Horizontal lines
show trees that are dead.
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"Parameter setting" routines aid the user
in building a parameter set for the stand of
interest by stepping through the procedures.
The overall design of the growth model has em~
phasized relationships that are common among
trees and has avoided relationships that are
species or form specific.

This model has been implemented within the
S statistical package (Becker et al., 1988).
One advantage of the Package is the flexible
and extensive nature of the S environment. Ad-
ditionally, the environment provides may tools
to analyze the output of the growth model. The
S package is an ideal experimental development
environment but may not be practical for users
that do not have access to, or are not inter-
ested in, learning the Unix operating system.
A 386 version is being developed as well.

"Display" routines are extensive beyond the
generic routines within the statistical pack-
age. They are designed to display the growth
data visually. Additionally, it is a simple
matter to revise existing display routines to
display relationships not originally consid-
ered.

Figure 3 is an example of the stand profile
function in the display package. Figure 4 is
an example of the profile of an individual tree
displayed over time. Figure 5 is a plot of di-

Example Plantation Stand - cb vs. Time

Time

Figure 6: Height of live crown base for
all trees in simulated stand.






























































































































































































































































































































































































































































































